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Abstract

It has recently been shown that artificial neural networks (NNs) are able to establish
nontrivial connections between the heat fluxes and the magnetic topology at the edge of
Wendelstein 7-X (W7-X) [[1]], a first step in the direction of real-time control of heat fluxes
in this device. We report here on progress on improving the performance of these NNs. A
particular challenge here is that of generating a suitable training set for the NN. At present,
experimental data are sparse, and simulated data, which are much more abundant, do not
match the experimental data closely. It is found that the NNs show significantly improved
performance on experimental data when experimental and simulated data are combined into
a common training set, relative to training performed on only one of the two data sets. It is
also found that appropriate pre-processing of the data improves performance. The architecture
of the NN is also discussed. Overall a significant improvement in NN performance was seen —
the normalized error reduced by more than a factor of three over the previous results. These
results are important since heat flux control in a W7-X, as well as in a future fusion power
plant, is likely a key issue, and must start with a very limited set of experimental training
data, complemented by a larger, but not necessarily fully realistic, set of simulated data.



1 Introduction

In machine learning, the size of the data set
on which an artificial neural network (NN)
is trained is crucial for a good performance.
However, there are many cases where the car-
dinality of real (i. e. measured) data is limited.
This issue may be addressed by complement-
ing the available data with simulations. The
underlying model for a simulation is generally
not complete. Simplifications are made, in
particular to make the model computationally
solvable within a reasonable time, given avail-
able computing power. Therefore, simulations
and experiments often show systematic differ-
ences. On the other hand, these reduced mod-
els are useful since they reproduce many, and
often the most important, measured features
of the experimental data.

Other important factors for the performance
of a NN are the architecture of the NN [2}, 3]
and appropriate parametrization [4] of the
input data.

These rather general issues are present, and
will be addressed in this article, for the spe-
cific case of heat loads onto the plasma-
facing components of the fusion experiment
Wendelstein 7-X (W7-X) [5], which recently
went into operation. Experimental data are
still scarce, and the interactions between
the edge plasma and the plasma-facing com-
ponents are multifaceted and complicated,
involving at least plasma physics, atomic
physics, chemistry, and solid state physics,
so that state-of-the-art codes such as EMC3-
Eirene [6, |7]] do not yet capture all the im-
portant dynamics. The focus is on developing
NNs that, trained on simulated data, supple-
mented with a very limited number of experi-
mental data, generalize well onto experimen-
tal data. Our specific example is the training
of a NN using simulated and experimental
observations of W7-X heat load patterns to
reconstruct ¢, a property of the magnetic field
at the plasma edge that determines the heat

load patterns. The future practical application
of this NN will be a part of a real-time control
system, ensuring the control and safety of all
W7-X plasma facing components.

In the next section we briefly explain the es-
sentials regarding W7-X, heat load pattern
retrieval from infra-red cameras and a proper
formulation of ¢, followed by a definition of
the data set composition. The two used NN ar-
chitectures are described and the parametriza-
tions introduced before the NN performance
is presented and analyzed.
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2 Methods

2.1 Context for the Neural Net
work Application

W7-X is a world-leading, relatively large e>
periment of the stellarator type [5] (16 n
outer diameter, 30 m® confinement volume
It has a carefully tailored magnetic field cor
figuration designed to confine hot plasma an«
aims to explore if this concept can be scale
up to yield net energy production from the;
monuclear fusion processes. This paper fo-
cuses on the optimization of a neural network
that is to become an important piece of a real-
time control system for the heat and parti-
cles exhausted by the plasma onto the com-
ponents specially designed to absorb these
heat and particle loads. For the present stud-
ies, these plasma-intercepting components
were so-called limiters (Id), but later diver-
tor modules are used. Perhaps the most im-
portant parameter determining the spatial
heat load distribution onto these components
is the magnetic winding number ¢. It de-
scribes how many full poloidal turns a mag-
netic field line performs when performing one
full toroidal turn, and is around 0.9 for these
studies. Therefore, we started investigating if
a NN could determine ¢ given, as input, mea-
surements by infrared (IR) cameras of heat
load patterns. Figure [1a shows an overview
of W7-X and IR camera views. Our first re-
sults were recently published showing that
indeed this is possible [|1]. The present pa-
per is a systematic attempt to further improve
the performance of NNs for this application,
by investigating how the pre-processing of
the input data, the character and quantity of
training sets, and the NN architecture affect
the performance.

Following the previous paper, we train the
NNs to estimate the current in coil set B
(Fig [1B), I, appropriately normalized, in-
stead of ¢ itself, but this is a technical detail.
For these studies, numerical and experimen-

FLIR.

module 3 ' g
\ S

module 4
module 5 f
ﬁ.w-)y

DIAS¢

>
/

(a) Top-down CAD view of the W7-X inner vessel,
showing sight lines of the IR camera system
for the limiter setup with cutaways in mod-
ules three and five as used in the first exper-
imental campaign. On this scale and view,
the limiters are small (green). One segment
of the total 50 modular (blue) and 20 planar
coils (black) is overlaid in modules 1 and 2.

Control Coil %

(b) Coils contained in one module with modular
coils 1—5 (red) and planar coils A, B (blue).
One module is point symmetrical towards its
center. Adapted after [8]]

(c) Side view of the W7-X limiter in module 5

Figure 1: Overview of essential parts of W7-X in its
first experimental campaign
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tal, there is a one-to-one correspondence be-
tween the two.

(a) Heat load, represented (b) Heat load, calculated
by strike point density = from DIAS camera
from a field line diffu- data

sion simulation

Figure 2: Front views of heat load representations
on limiter in module 5 at discharge
“20160309.007”. The right side of the lim-
iter is ignored since it is largely obstructed
from the camera view.

For details regarding the underlying physics
and data origin (experimental as well as syn-
thetic) we refer to [1]]. Figure [2] shows an
example of a heat load pattern on the limiter
from W7-X module 5 for vacuum field line
diffusion simulation (Figure as well as in-
frared data (Figure at the same magnetic
configuration. The right half of the limiter
is shadowed from the infrared camera view.
Some basic characteristics are similar, e. g. the
maximum heat load is located at the third lim-
iter tile. However, in detail, the structure of
the infrared observation is not reproduced.

2.2 Data Sets

The investigated data sets result from exper-
imental and simulated + scans of W7-X. The
scans were performed by varying the current
in one coil set, planar coil set B (cf. [1, Sec-
tion 2.3]). The simulation set S was created
by the field line diffusion approach described
in [1, Section 2.4.2] with [S| = 3993.

The experimental set of processed infrared
data I comes from 16 experiments of the de-
sired ¢ scan with six different experimental
settings(cf. [|1, Section 2.4.1]). Each infrared
video corresponding to one experiment con-
tributes on average 20 frames for the same
value of Iy, leading to a total cardinality of
1| = 319.

A subset Iy C T'with |Ig| = 190 is defined such
that I; as well as I\ I cover all six experimen-
tal settings. Each of these two sets contain
either all or none of the frames of each single
experiment.

A mixed set is defined as M = (SUT) \ Ig.

To determine NN quality, three disjoint sub-
sets, namely training set, validation set and
test set have to be defined.

2.3 NN Architectures

Two NN architectures were compared. Since
the data set is very limited, the number of free
parameters must be kept low to avoid overfit-
ting. The first one is mainly based on convolu-
tional layers [9] as shown in Figure |3, Three
consecutive convolutional layers are followed
by two fully connected layers. The second
NN architecture starts with an inception mod-
ule [10] followed by pooling [11], a convo-
lutional layer and two fully connected layers,
as shown in Figure

Weights are initialized randomly as recom-
mended in [12] and biases are initialized as
zero. The weights and biases are iteratively
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improved by the adam optimizer [|13]] during
the training process. All activation functions
except for the last layer are rectified linear
units (ReLU). Because the NNs are designed
to solve a regression problem, the activation
function of the last layer is the identity. The
implementation is done in TensorFlow [14].

input  smaller if dim < 5
—_—
5x5

smaller if dim < 3
——

3x3

fully

connected output

! ! ! 1 1 D
1 1 1 L1 L1
3x3 fully

connected
smaller if dim < 3

Figure 3: Structure of NN with three convolutional
layers: The grey elements represent con-
volutional layers with their associated
kernel sizes indicated.

input
P fully

3x3 pool 1x1  connected output

[ v T B ey, B
T <! fully
N,
b

connected

pool 1x1

inception

Figure 4: Structure of NN with inception mod-
ule: The grey elements represent convolu-
tional layers with associated kernel sizes
indicated. The blue elements are max-
pooling layers and the white elements
are fully connected layer.

2.4 Parametrization

The heat load is given on an unstructured
triangular grid that represents the CAD struc-
ture of one limiter. This data is transformed
affine from W7-X coordinates to an orthogo-
nal &, n, (- coordinate system, where ( points
in the direction of 7i,, the normalized mean
of the normals of all triangles forming the lim-
iter. The rotation is achieved by the matrix R

with
2

1 _ nm,l _ Pm,1Mm,2 -n

1+nm,3 1+nm,3 m,1
2

R = _ "m,1Mm,2 1 _ "'m,2 -n

1+nm,3 1+nm,3 m’2
Nm,1 Nm,2 Nm,3

€]
Each axis is scaled such that the minimal value
in this coordinate is 0 and the maximum value
is 1. An example for such an affine transfor-
mation is shown in Figure [5|for a half cylin-
der with remote resemblence to the W7-X lim-
iter. Only triangles within a tight bounding
box around the limiter are considered for the
parametrization.

-0.1 A
0.0 01,8

*(fn/m

Figure 5: Sketch of the affine transformation from
Cartesian coordinates x,y, z to £, 1,

2.4.1 Partitioning

The £, n- space is then divided by various
2D grids with sizes described in Table [1|and
shown for simulations and experiments in Fig-
ure [6a) and [6b| respectively. There are no divi-
sions in the ( direction.

The first three columns in Table [1lshow one di-
mensional partitionings. The inception NN is
applied only for inputs of dimensionality of at
least 5 x 5. However, for the one-dimensional
inputs the convolutional kernel dimensional-
ity is reduced from that presented in Figure
such that it does not exceed the input dimen-
sionality.
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ne (249 9 15 18 27 36 72 144
n, [1115 6 8 10 12 15 30
ng-n, |2 4 9 45 90 144 270 432 1080 4320

Table 1: Dimensions of the used partitionings and
total number of elements

2.4.2 Extracted Characteristics

For each element p of the partitionings, char-
acteristic values can be extracted. One is the
heat-load-weighted spatial mean

ﬁp = Epr> (2)

with triangle centroids

p— r 3%
Sp = ((&pzﬁ Mpis Cpi)izl,m,np) € R (3)

and weight vector W, defined as

Apiq
W. — pidpi
i (E Aﬂm)

with number of triangles per partitioning n,,
triangle areas A,;, and triangle heat load ¢,;
(in Wm~2). The weighted covariance matrix
is defined as

Cov(E,) =

(&) (5

with vector of ones J,,, of dimension n, and
element-wise multiplication ®. Another sta-
tistical characteristic is the spatial standard
deviation ¢, calculated as

e R™, (4)

7'"7’”’17

(5)

G, = \/diag (Cov(5,)). (6)

with element-wise square root and the oper-
ator diag() which extracts the diagonal ele-
ments of a matrix. The direction vector 4, ,
calculated as the eigenvector corresponding
to the largest eigenvalue \pax of Cov(E,) can
be characteristic as well.

T
- /_jp']g;> © Wp> € R?’X?’,

This parameter is inspired by divertor heat
load patterns which show a more complicated
shape [15]. The last examined parameter is
the relative heat load

dp
Pp = =m (7)
P Zp’:l qu

with number of partitions m and

Ny
P A

defined as the absolute heat load.

Three combinations of those parameters are
studied as NN input: (u, o), (4, §) and p ex-
clusively. In Figure[6] p is shown for simulation
and experiment of the same physical condi-
tion. Note that the input dimension of the
NNs is batch size x n¢ x n,, x input channels,
with input channels being 6 for the cases (i,
o) as well as for (i, ) but 1 for p.

(8)

We define the following notation to describe
the NN settings:

parametrization

f(traln7 Vahdate’ teSt> partition, architecture ° (9)
where f can be any function.
For example rmse(Soo, S10, 1) inception TEFETS

to the root mean square error of an inception
NN trained as well as validated on samples
from set S and tested with experimentally ob-
served infrared data I, requiring a 9 x 5 input
of relative intensities p. So9 C S and S1g C S
with Sgg N S19 = (0 refer to two disjunct sets
for training and validation consisting of 90 %
and 10 % of the samples within S respectively.
Given a single term in the brackets implies
that training, validation and test data sets
are disjunct and subsets of the same super
set. If one describing parameter is omitted,
the entirety of all possible parameters of that
kind is referred to. So (S)f,; describes all NNs
parametrized by p and partitioned into 9 times
5 parts with both of the two considered ar-
chitectures. They are trained, validated and
tested on subsets of S.
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(a) Simulation
Figure 6: Comparison of relative heat load between

||
| ;
|
simulation and experiment for four exem-

18 X 8 72 X 15
(b) Experiment
plary partitions. The color scale ranges
from 0 to the maximal value of each plot
respectively.

144 x 30
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3 Results

The NN performance for all tested settings is
shown in Figure |7, These two graphics depict
the rmse dependence on the partitionings de-

fined in Section [2.4.1] The NN performances " Py ¥ o
measured in terms of the rmse are divided 07 1z} J pem
into 10 groups representing the partitioning. we ST e TR e TR T e e
Within each group the parameter and NN ar- “ I D Cepren
chitecture choices are shown. To avoid false PN L x’ T e
conclusions by statistical outliers, an ensem- S B e Ao

ble of 27 NNs trained with the same settings -

has been calculated. Variations are the ran- 10 . LA

domness of the weight initialization and the 0! *x x* *:‘* aalag K13 B

mini batch sampling as well as different learn- we AT

ing rates and batch sizes. Markers and bars BN

indicate the mean rmse (Fmse) and the asso- Voo rm e

ciated 95 % confidence interval for the mean
respectively. The confidence interval has been (@) Logarithmic representation of 7mse(S) and

calculated by bootstrapping [16]. The true rmse(Sgo, S10, I)
possible values of Iy range between —0.05 .
and 0.18. In order to facilitate the evaluation 10 g ¥ % % % P g )
of the NN reconstruction quality, a reference ke }* R aRL s e N 1 ncsption
value of 10 % of the total Iy range is marked o T
by the dotted, green line. The figures|[8},[9} ) x £ % ox ¥ oy " Tkl
and [12] depict subsets of the outcomes shown w ] o x A*} ‘% X5 Ak Al | e 10%of I range
in Figure [7| to clarify the observations. o] B "}X'H"I'} i R R B
r z * 1 %
107" x ¥
{ng’ﬁ;f H..é.i..g.{ .‘..?..3.

3.1 Simulation trained NNs 107

T
AN o +\'1 A BN
B

—T T
NN LN U0 N
A F nt o +
2T AT ot g S 9t +
4 hS 10 X“‘B’

L)
ot
Wt
Resolution

The results of the NNs trained on S are shown
in Figure It can be seen that (S)” per- (b) Logarithmic representation of 7mse(Mgg, M, 1)
forms well with both NN architectures for par- and rmse(l)
titionings up to 36 x 12. The 7mse is mini-
mal at the partitioning 9 x 5 and increases
with finer as well as coarser resolution. The
NNs (S)#¢? and the (S)./‘.&(S perform especially of smaller rmse than 10% of the Iy
well for the coarse partitionings between 2 x 1 range a sufficient reconstruction of I
and 9 x 5. For finer partitionings the per- has been achieved.
formance decreases gradually. This can be
understood contemplating the decreasing in-
formation content per section with shrinking
section size.

On the basis of Figure [7al we investigate
the performance of NNs characterized by (S)

Figure 7: Average rmse with 95% confidence level
for various parametrizations, limiter par-
titionings and NN architectures. In case
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Vs (Sgo, S10,1). A good performance of the
NN (S0, S10, I) would be advantageous since
it would indicate applicability to new, never
conducted experiments. Although it would be
preferable, the evaluation indicates that this
is not the case.

We observe not only that 7mse(S) <
rmse(S, S, I), but also that 7mse(S, S, I) signif-
icantly exceeds the 10 % I range. The NNs
(Soo, S10, I) are specialized onto patterns of S.
Those patterns are not suitable to determine
Ig from experimental data. The fundamen-
tally different magnitude of the width of the
rmse confidence intervals CI(S,S,I) as com-
pared to C'I(S) points towards the same rea-
son.

= 10% of I range
rmse(Mgo, Mo, HE);‘JM v
T‘TYI,.SE(S)Z’“’"“

10714

1072 4

\ \ v 5 N
at Nt 9t ot B

N A Q < o ‘
+ " hY S
ot @ nt et et W +

)

Resolution

Figure 8: The development of W(S)go’“’ and
rmse(Mgg, Mg, ]Ic)g‘”“’ are compared
for the increasingly refined partitionings.
Especially for coarse and extremly fine
partitionings the behavior is similiar.

Both parametrizations including p show a de-
creasing performance with growing resolu-
tion. Only a marginal difference between
rmse(S)*¥ and rmse(S)*¢? can be observed.
The rmse (S) range seems independent of the
architecture.

= 10% of I range
rmse(Mgo, Mo, Ig) SO
*  rmse(Moo, Mio, Ig) &5
& se(Moo, Mo, Ig) S04

107"

T T T T T
N b N ® N V3 A0 N

S A whowt gt »5\3*\ LV S
Resolution
Figure 9: The development of
YT C
T‘mSB(Mgo,Mlo,HE)ponv,
rmse(Mog, Mo, Ig) Sgn and

rmse(Mog, M, ]IE)%;;” are  com-
pared for the increasingly refined
partitionings. Over all partitionings
uw & o and p & & behave similary
while p performes clearly better for fine
partitionings.

3.2 NN trained with simulation
and experiment

Since S based training did not lead to suf-
ficient NN performance for application to I,
some samples from I are provided during
training and validation, i.e., M and I as de-
fined in Section [2.2| are used. With this pro-
cedure, we intend to force the NNs to con-
sider patterns present in both S and I dur-
ing training. The performance of the NNs
(Mg, My, ;) is compared to NNs trained,
validated and tested with the small amount
of available experimental data only, i.e.,
(I37,14,Ig). Note, that the performance is
tested with the same set I;. Figure de-
picts this comparison. The upper end of the
occurring 7mse range is reduced by two or-
ders of magnitude in this Figure as compared
to As in the case of NNs trained with S,
the parametrizations by p yield the best Fmse
for partitionings between 9 x 5 and 36 x 12
while the ; based parametrizations are best
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development
W(Mgo, MlO, Hg)gmw

W(H)g‘m” are compared for
the increasingly refined partitionings.
Especially for partitionings between
9 x 5 and 27 x 10 the mixed training
leads to a clearly better NN. The
performance for 18 x 8 is shown in

more detail in Figure

of

and

Simulation & Experiment o,

Experiment

0.00 0.05 0.10 0.15 0.20

Target I
the median of
rmse(Mgo, My, ]IB)}FX&COTW the

fitting performance on the validation
set (red circles) and test set Iy (blue
triangles) is shown. On the x-axis are
the target values and on the y-axis are
the NN reconstructions. An ideal result
would be the identity, shown by the
dashed line.

= 10% of I range
rmse(Mgo, Mo, IE)SWW
W mse(Mog, My, :[U)fymrm,wn
107" 4
1072 4
T . . i ' '
% © ® N 5 ) N
+7 + + A 2 K o
9 D A® nt a7 ot » 2

Resolution

Figure 12: The performance between the con-
volutional NN and the inception
NN is compared by examining the
W(Mgo, Mg, Hc)};SX&COTw with
W(Mgo, Mg, HE)})Bx&inception. It can
not be observed that one architecture is
significantly better.

for one dimensional partitionings decreasing
in performance with growing resolution as
visualized in Figure[9]

For two-dimensional partitionings, we ob-
serve in Figure rmse(Mgg, Mo, Ip) <
rmse(ll), as intended by training on M. In
the case of coarse partitioning, training with
M has no advantages above direct training
with I.

The most impressive results were found for
resolutions between 9 x 5 and 36 x 12, for
(Mg, Mg, It )eonv- In order to display the good
reconstruction quality, we choose a represen-
tative rmse, namely median rmse, of the NNs
(Mg, Mg, Ig) 13<3:Com as seen in Figure
The rmse is 0.008 which is 3.5% of the Iy
range, so the median rmse is clearly below
the 10 % Ip range threshold. Changing the
NN architecture to an inception model seems
to slightly but not significantly improve the
performance for finer partitioning as seen in
Figure

The results clearly outperform those of the
NN in [1], where the best rmse was 0.029.

Page 10 of



4 Conclusion and Future
Work

It was shown here that it is possible to recon-
struct an important property of the W7-X edge
magnetic field structure from limiter heat load
patterns with even better accuracy than ear-
lier reported in [1]]. The main challenge was
to deal with sparse experimental data given.
A naive approach to apply NNs trained and
validated with synthetic data to experimental
data showed good performance only in a mi-
nority of cases. After such a training process
most NNs focus on patterns not present in the
experimental observations.

For a more targeted training and validation,
a mixture of experimental and synthetic data
is formed for the training process. This
approach resulted in convincing NN perfor-
mance for certain NN input processing. Parti-
tioning the limiter with resolutions between
9 x 5 and 36 x 12 and defining the NN in-
put as the heat load in each part divided by
the maximum heat load of all parts results in
better performance compared to NNs trained,
validated and tested with experimental data
only. The low number of experimental results
probably leads to overfitting in these nets but
the added simulation data diminished these
effects. We created NNs that extract rele-
vant patterns from experimental as well as
from synthetic data sets to reconstruct an im-
portant parameter of the magnetic field at
the edge. With this systematic approach NNs
were found to outperform the results found
in [[1]].

The upgraded W7-X with installed divertors
will be the next object of interest. We will
start the investigation with a parametrization
based on a two-dimensional partitioning of
the heat load. Favoring one of the two ex-
amined NN architectures a priori and exclud-
ing the other is not possible at this stage be-
cause neither consistently outperforms the
other. The reached results are satisfactory,
however it remains future work to investigate

other methods such as generative adversarial
nets [|[17] to further enhance the reconstruc-
tion performance when dealing with simu-
lated and experimental data.
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