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Abstract. Plasma material interactions on the first wall of future tokamaks such

as ITER and DEMO are likely to play an important role, because of turbulent

radial transport. The latter results to a large extent from the radial propagation

of plasma filaments through a tenuous background. In a such a situation, mean field

descriptions (on which transport codes rely) become questionable. First wall sputtering

is of particular interest, especially in a full W machine, since it has been shown

experimentally that first wall sources control core contamination. In ITER, beryllium

sources there will be one of the important actors in determining the fuel retention

level through codeposition. In this work, we study the effect of turbulent fluctuations

on mean sputtering yields and fluxes, relying on a new version of the TOKAM-2D

code which includes ion temperature fluctuations. We show that fluctuations enhance

sputtering at near threshold energies, by more than order of magnitude in some

cases. This requires higher fluctuation levels than those observed in TOKAM-2D,

in particular on ion temperature, which however fit within the range of what has been

reported experimentally.

1. Introduction

Burning plasmas require low level of impurities in the core, because of fuel dilution (low

Z impurities) and/or radiation losses (high Z impurities, in particular tungsten W) [1].

The fuel retention issue has been the major drive behind the shift from carbon to tung-

sten in the ITER divertor [2, 3]. This change back to metallic walls, which had been

mostly abandoned in the eighties because of unacceptably high plasma contamination,

is made possible by low plasma temperatures achieved in divertor configurations (down

to less than 1 eV). The sputtered W flux, even by impurities, is expected to essentially

vanish in the inter-ELMs (Edge Localized Modes) phase. Recent works suggest that

because of plasma conditions during ELMs (high density ∼ 1021m−3 and high temper-

atures Te ∼ 100 eV), prompt redeposition could reduce sputtered fluxes by a factor of
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the order of 104 [4, 5]. As a result, divertor W sources might turn out not to be a real

issue in ITER or in DEMO. One of the first drive to build divertor configurations was to

localize plasma wall interactions far from the confined plasma, in order to limit impu-

rity contamination. In that respect, divertors are a mixed success because of upstream

impurity ions transport in the SOL (Scrape-off Layer), essentially by thermal forces,

but also because interactions with the first wall are not fully avoided [6]. In this work

we focus on the latter, which are related to the nature of turbulent radial transport

in the SOL, exhibiting ballistic-like propagation of filaments [1]. This leads to long e-

folding lengths far from the separatrix, hence to significant interactions with the wall. In

ITER, first wall erosion determines the plasma content in Beryllium, hence the level of

co-deposition. In a full-W DEMO, first wall erosion could be a major determinant of the

overall W concentration in the discharge. In fact, experiments in AUG strongly suggest

that first wall sources provide the dominant contribution to plasma contamination (i.e.

to the W concentration in the core) [7]. While SOL impurity screening clearly plays a

role in this, Soledge2D-EIRENE [8] mean field modeling also points towards the role of

prompt-redeposition, which is mostly immaterial for the first wall (because of plasma

conditions there) [9]. Fluctuations could be an additional important player here because

physical sputtering occurs above an energy threshold, so that fluctuations should lead

to non-zero sputtering even in conditions for which the mean impact energy is below

the threshold. Here, we focus on the role of plasma fluctuations on the mean (that is,

time averaged) sputtered fluxes. These are the relevant quantities for mean field mod-

els, that is transport codes (such as SOLPS4.x [10], SOLPS5.x [11], EDGE2D-EIRENE

[12, 13], UEDGE [14], SONIC [15] and more recently SolEdge2D-EIRENE), but also

for spectroscopic measurements of erosion via the S/XB technique (see e.g. [16] for a

recent exemple), where turbulent fluctuations are generally not resolved in time. The

limitations of mean field models when dealing with non linear functions of the plasma

parameters have been highlighted by several authors in the past [17, 18, 19, 20]. The

basics of sputtering yield calculations is summarized in Sec. 2, where we introduce in

particular the velocity distribution in the parallel direction (that is, along the magnetic

field). A new version of the TOKAM-2D turbulence code, including an equation for ion

temperature, is presented in Sec. 3, together with a characterization of the fluctuations

obtained. Finally, the effects of these fluctuations on sputtering are discussed in Sec. 4,

by comparing mean sputtered fluxes to sputtered fluxes calculated with the mean fields.

Conclusion and perspectives are outlined in Sec. 6.

2. Sputtered fluxes

In this section, we discuss the basics for the calculation of sputtered fluxes. Physical

sputtering can be characterized by a yield YP→T , where P stands for Projectile and T
for Target, such that

ΓT = YP→T ΓP , (1)
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Eb(eV ) γ Eth(eV ) ETF (eV ) Q

Be 3.38 6.0× 10−1 13.09 282 0.11

W 8.68 4.3× 10−2 209.37 9925 0.07

Table 1. parameters in Bohdansky’s formula for sputtering yields, for D on Be and

on W

with ΓP the incident projectile flux and ΓT the sputtered flux. For a given combination

of projectile and targets, the yield depends on the incident energy E of the projectiles

as well as on their incidence angles αI with respect to the surface normal, namely

YP→T = YP→T (E,αI). We expect that turbulent fluctuations will affect more strongly

the incident energy than the incidence angle, so that in the following we shall assume

that αI is fixed (actually, we consider that αI = 0◦, normal incidence). The behavior of

the sputtering yield with energy is well described by the modified Bohdansky formula

[21],

YP→T (E,αI = 0) = QSn

(
E

ETF

)(
1−

(
Eth
E

)2/3
)(

1−
(
Eth
E

))2

, (2)

where Q is the yield factor, Sn the nuclear stopping cross section, given by

Sn(x) =
3.441

√
x ln(x+ 2.718)

1 + 6.355
√
x+ x(6.882

√
x− 1.708)

, (3)

with x = E/ETF . The Thomas-Fermi energy ETF depends on the combination of

target/projectiles, and the threshold energy Eth can be written as Eth = EB/(γ(1−γ)),

where EB is the surface binding energy and γ the maximum energy fraction transferred

during a collision, γ = 4MTMP/(MT +MP)2. Table 2 shows the parameters pertaining

to Deuterium impinging on beryllium (Be) and tungsten (W). The yields calculated with

these parameters are plotted on Fig. 2 a) as a function of energy. The steep variation of

the yield in the threshold region suggests that energy fluctuations could have a strong

impact on the mean (time averaged) yields. This statement is made more quantitative

on Fig. 2 b), which shows the relative fluctuation amplification factor defined as

F =
dY/Y

dE/E
=
d lnY

d lnE
. (4)

It should be highlighted that F is the highest for energies at which the sputtering yield

is the lowest. Note also that time scales associated to physical sputtering are very fast

(∼ 10−12 s) compared to those characterizing turbulence (∼ 10−6 s), so that the model

presented in this section is still valid at turbulent scales.

Next, we specify how the impact energy E relates to plasma conditions. In the

following, we consider that the plasma is made of one species of fuel atoms (e.g.

deuterium), and possibly contains impurities at trace level, with charge Z. The simplest
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a) b)

Figure 1. a) Sputtering yield as a function of impinging ion energy in eV for D on

Be (solid black) and W (dotted red). b) Fluctuation amplification factor (see text)

for Be (solid black) and W (dotted red) sputtering as a function of energy. The cusps

correspond to the maxima of the sputtering yield, where the latter is locally insensitive

to energy fluctuations.

prescription for the impact energy of an ion of charge Z is E = 2Ti+3ZTe (see Ref. [21],

p. 97), where 2Ti accounts for the kinetic energy of the ions at the sheath entrance and

3ZTe for the sheath acceleration. The sheath electrostatic potential drop of 3Te is such

that the electric current is zero at the wall. In SOL turbulence, the electrostatic potential

φ (assuming that the potential of the wall is zero) will fluctuate around this value, so that

the proper choice for the energy becomes E = 2Ti+Zφ. As a result, in this mono kinetic

approximation, the impact energy is governed by both ion temperature and electrostatic

potential fluctuations. This also suggests that the largest the charge Z of the ion, the

more potential fluctuations become dominant. The sputtered flux is obtained upon

multiplying the yield by the incident parallel particle flux ΓP = ncs cos(αB), where

cs =
√

(Ti + Te)/mi is the sound speed, mi the mass of the fuel ions. and αB the angle

of incidence of the magnetic field line with respect to the normal to the wall (assuming

the field line inclination is such that the parallel contribution dominates). The time

averaged sputtered flux is then given by

Γs(r, t) =
1

tav

∫ t+tav/2

t−tav/2
YP→T (2Ti(r, t

′) + Zφ(r, t′))n(r, t′)cs(r, t
′) cos(αB)dt′,(5)

where tav is the length of the averaging window (such that tav � tcor, with tcor the

correlation time of fluctuations, in order to ensure reliable estimation of the mean).

Calculating this flux requires time series of both plasma density n, electrostatic poten-

tial φ, and temperatures Ti, Te.

As a first step, let us first consider the mean sputtering yield itself and look at the

effects of a fluctuating impinging energy E (because of fluctuating Ti, φ). The mean of
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a) b)

Figure 2. a) mean sputtering yield for D on Be as a function of mean impinging

energy in eV, for gamma distributed fluctuations with R=20% to 80%. The black

solid line is the pure mono kinetic case (no fluctuations). b) Velocity distribution at

the magnetic pre-sheath entrance calculated using the model of Ref. [22], as a function

of u‖/cs0, for different values of τ = Ti/Te. Here cs0 is the cold ion sound speed, namely

cs0 =
√
Te/Mi.

the sputtering yield can be calculated from

〈Y (E)〉 =

∫ +∞

0

dE W (E)Y (E), (6)

where W (E) is the Probability Distribution Function (PDF) of fluctuations, which we

here take as a gamma distribution, namely

W (E) =
1

Γe(β)αβ
Eβ−1 exp

(
−E
α

)
, (7)

where α and β are such that 〈E〉 = αβ and σ2
E = 〈E2〉− 〈E〉2, and Γe is Euler’s gamma

function. The relative fluctuation level R = σE/〈E〉 is given by R = 1/
√
β. As already

explained in some of our previous works (see e.g. Ref. [23]), the gamma distribution

provides a convenient model for positive random variables. Moreover, several groups

have reported that density fluctuations in the SOL have PDF quite close to the gamma

distribution (e.g. [24]), and the results from the 2D turbulence model presented in Sec.

3 suggest that the gamma distribution is a reasonable assumption for the other fields

too. The average sputtering yields are plotted on Fig. 2 a), for D on Be and fluc-

tuation levels R ranging from 0 (no fluctuations) to 80 %. The effect of fluctuations

is reminiscent of that observed on ionization rate coefficients in Ref. [25]: significant

sputtering occur at mean temperatures lower than expected because of positive tem-

perature fluctuations. These results are in accordance with Fig. 2 b) which show that

the fluctuation amplification factor F is large at near threshold energies. Several ad-

ditional important qualitative results can already be obtained from this simple model:
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i) the fluctuation level must be of the order of several tens of percents for the effects

to be significant ii) close to the maximum of the sputtering yield, fluctuations reduce

sputtering (because temperature fluctuations around the mean, either positive or neg-

ative, lower the yield). Now, while these observations provide a reasonable qualitative

understanding of the effects of turbulent fluctuations on sputtering, several additional

effects have to be accounted for in order to make a more accurate assessment of the

actual magnitude of these effects. First of all, fluctuating fields are correlated and fluc-

tuations in the sputtering yield may be compensated or amplified by fluctuations of the

impinging particle flux (ncs in Eq. 5). In order to take this into account, that is the fact

that both density, potential, temperatures fluctuate, we will rely on the TOKAM-2D

code described in the next section. But before that, it should be noted that the energy

of impinging ions fluctuates even in a quiescent plasma, because of thermal motion.

As a result, the first step in improving the model is to introduce a reasonable ion dis-

tribution function, especially because we are interested in the near threshold region [21].

To proceed, we model the ion velocity distribution at the magnetic pre-sheath

entrance (MPSE) f‖(u‖) by a distribution obtained from a kinetic code [26], which is

plotted on Fig. 2 b) for several values of the parameter τ = Ti/Te. The distribution

in the perpendicular direction (2 degrees of freedom) is assumed to be Maxwellian with

temperature Ti, so that the mean perpendicular kinetic energy is E⊥ = 2Ti/2 = Ti. The

parallel and perpendicular directions are thus assumed to be decoupled. The impact

energy is then given by E = 1
2
mi(u

2
‖ + u2

⊥) + Zφ(r, t), and the time averaged sputtered

flux becomes

Γs(r, t) =
1

tav

∫ t+tav/2

t−tav/2
Yf (r, t′)n(r, t′)cs(r, t

′) cos(αB)dt′, (8)

with

Yf (r, t) =

∫ +∞

0

du‖f‖(u‖)

∫ +∞

0

du⊥f⊥(u⊥)Y

(
1

2
mi

(
u2
‖ + u2

⊥
)

+ Zφ(r, t)

)
,(9)

where f‖ and f⊥ are functions of r, t through the temperature fields. Here f⊥ stands

for the distribution function of the modulus of the perpendicular velocity u⊥, which is

a Rayleigh distribution, namely

f⊥(u⊥) =
miu⊥
Ti

exp

(
−miu

2
⊥

2Ti

)
. (10)

Eq. (9) can be rewritten as

Yf (r, t) =

∫ +∞

0

dKfth(K; r, t)Y (K + Zφ(r, t)) , (11)

where fth(K; r, t) is the kinetic energy distribution at the sheath entrance, at point r

and time t, defined by

fth(K) =

∫ +∞

0

du‖f‖(u‖)

∫ +∞

0

du⊥f⊥(u⊥)δ

(
K − 1

2
mi

(
u2
‖ + u2

⊥
))

. (12)
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a) b)

Figure 3. a) Relative fluctuation level of the kinetic energy of ions at the MPSE, due

to thermal motion. b) Proportionality factor between the mean kinetic energy and Ti.

It is instructive to calculate the fluctuation level of the kinetic energy, originating from

the microscopic velocity dispersion of ions, in order to compare it to fluctuation levels

of turbulence (in particular to that of φ, see Eq. 9). The moments Mn =
∫
dKKfth(K)

(n > 0) of the distribution fth are easily calculated, namely

Mn =

∫ +∞

0

du‖f‖(u‖)

∫ +∞

0

du⊥f⊥(u⊥)

[
1

2
m
(
u2
‖ + u2

⊥
)]n

. (13)

The kinetic energy fluctuation level, RK , is given by σK =
√
M2 −M2

1/M1, and depends

only on τ = Ti/Te (which controls the shape of the distribution for u‖, see Fig. 2 b). In

the perpendicular direction, where velocities are distributed according to the Rayleigh

distribution, Eq. (10), we have σ⊥ =
√

(4− π)/π ' 52%. σK is plotted against τ on

Fig. 2 a), and goes up to 80 % for the values of τ considered here. The increase with

τ is consistent with the changes in shape of f‖ observed on Fig. 2 b). We shall see in

the following that these fluctuation levels are larger than those characterizing turbulent

fields, and this already suggest that these effects cannot be ignored in our work. An-

other point of interest when comparing this refined model to the monokinetic model is

the value of K/Ti (2 in the mono kinetic case, where E = K + 3Te = 2Ti + 3Te). This

ratio is plotted as a function of τ on Fig. 2 b), and is shown to vary between roughly

2.7 and 1.6 in the range of τ considered here. On the one hand, these values stay rather

close from 2, which shows that the models are reasonably coherent, but one the other

hand this has to be kept in mind when comparing results obtained from the two mod-

els. In fact, differences in mean sputtering yields will not only be related to averaging

non-linear functions, but also to the fact that the mean energies are not exactly the

same. In the following, we choose not to correct for this effect, because the assumption

that E = 2Ti + 3Te is often used in the literature. The sputtering yields obtained from

the two models are plotted as a function of the electron temperature on Fig. 7, which

clearly shows that accounting for the ion velocity distribution makes a large difference
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in the threshold region, as expected.

In the following, we will assess the effects of turbulence on both models, but in

view of Eq. (5) and (8), this requires accounting for the simultaneous effects of density,

temperatures and potential fluctuations. In order to address this point, we will rely on

the TOKAM-2D code described below. Although its physics model does not capture

all the possibly relevant effects (in particular finite wavenumber k‖ of the fluctuations

in the parallel direction, since it relies on the flute approximation), we think the results

provide a sound starting point for our purposes. Indeed, one could have built a joint

gamma PDF for the various fields involved, (see [27]) and proceed in the spirit of our

previous works. However, with 4 different fields involved the parameter space becomes

quite large and the simulation results can be seen as an attempt to restrict that param-

eter space. It should also be kept in mind that the Bohdansky formula has a limited

accuracy, and that many other ill-controlled parameters will contribute to set the actual

sputtering yield: for instance ion incidence angles, accounting for surface roughness,

chemical composition of the surface (for a recent example, see Ref. [28]). Therefore, in

this work we are looking for semi-quantitative results, that is, correctly identifying the

qualitative effect of fluctuations and giving an estimate of the size of their contribution.

We think that the turbulence model to be presented in the next section is complete

enough in view of our goals here.

3. The non-isothermal TOKAM-2D code

The results presented in this section are obtained using the bi-dimensional fluid code

TOKAM-2D [29]. It models turbulence generated by the interchange instability SOL

region of tokamaks. Perpendicular velocities are derived in the drift ordering. The flute

hypothesis (k‖ = 0) is used to reduce the model from 3D to 2D. Under this assumption,

parallel transport is described by loss terms due to boundary conditions which are

computed using Bohm sheath conditions. A new version, including the evolution of

both electron and ion intern energies has been recently developed to study the impact

of ion energy on edge transport. A set of four coupled equations is solved by TOKAM-

2D: electron density balance, charge balance, electron and ion energy balances. The

geometric configuration is slab, x = (r − a)/ρL and y = aθ/ρL are respectively the

radial and poloidal directions with ρL the ion Larmor radius and a the tokamak minor

radius. More details about model derivation and normalizations can be found in [29].

Finally, the four conservation equations solved are

∂tN + [φ,N ]−DN∇2
⊥N = SN − σN

√
Te + Ti exp (Λ− φ

Te
) (14)

∂tW+[φ,W ]−ν∇2
⊥W = − g

N
∂y(Pe+Pi)+σ

√
Te + Ti(1−exp (Λ− φ

Te
))(15)
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DN = ν = χe = χi σ g Λ γe γi T ine T ini
5× 10−3 10−4 6× 10−4 2.8388 4 2.5 3 1

Table 2. Set of parameters used for TOKAM-2D simulations.

∂t
3

2
Pe +

3

2
[φ, Pe]−

3

2
χe∇2

⊥Pe = T ine SN − γeσPe
√
Te + Ti exp (Λ− φ

Te
)(16)

∂t
3

2
Pi +

3

2
[φ, Pi]−

3

2
χi∇2

⊥Pi = T ini SN − γiσPi
√
Te + Ti (17)

where [φ, ·] = ∂xφ∂y ·−∂yφ∂x· corresponds to the Poisson bracket representing advection

by E × B drift velocity. N , φ and W = ∇2
⊥φ + ∇.( 1

N
∇⊥Pi) are respectively the

electron density, the electrostatic potential and the generalized vorticity. One can notice

the contribution of the ion pressure within the vorticity formulation in comparison

with the more conventionally used cold ions model. DN , ν, χe and χi are transverse

dissipative coefficients representing respectively diffusion, viscosity, electron and ion

heat conductions. The sheath conductivity σ = ρL/L‖ and the electron and ion sheath

heat transfer coefficients γe and γi control the sheath parallel losses. Concerning these

parallel losses, the term exp (Λ− φ
Te

), where Λ = 1
2

ln mi

2πme
is the normalized sheath

potential drop, corresponds to the screening effect of slow electrons by the sheath.

The terms
√
Te + Ti represent the temperature dependency of the normalized parallel

acoustic velocity. The term involving g, the magnetic field lines curvature coefficient,

is the driver of the interchange instability and the only curvature term retained in our

model for ordering and simplicity considerations. The flux-driven approach of the model

is ensured by a time- and poloidally-constant gaussian density source SN . This source

represents the forcing particule flux coming from the core plasma by perpendicular

transport. T ine and T ini are the temperatures of incoming electrons and ions associated

with the source term SN . The set of parameters used in the TOKAM-2D simulations

are displayed in Table 2. The latter correspond to standard values of SOL plasmas in a

medium size tokamak like Tore Supra.

4. Properties of SOL fluctuations

This section aims at describing turbulence properties in the SOL. We focus on properties

relevant for the remainder of this study, thus this description shall not be considered as

an exhaustive characterization of SOL turbulence. These main relevant parameters are

the electrostatic potential φ, the ion temperature Ti and the parallel particle flux at the

sheath entrance Γ‖ = Ncs. We characterize the fluctuations of these three fields and

then study their phase relatively to each other. We first describe the global behavior

of the relevant fields in the simulation box, whose size is 256ρL × 256ρL. The radial

profiles (time and poloidally averaged) of the parallel particle flux, ion temperature and

electrostatic potential are plotted on Figure 4 a). In this simulation, the particle source

is a Gaussian centered at x = 10 with a standard deviation σ = 8. One can observe
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a) b)

Figure 4. a) Radial profiles of time- and poloidally averaged parallel flux < Γ‖ >t,y,

ion temperature < Ti >t,y and electrostatic potential < φ >t,y for T in
e = 3 and

T in
i = 1. b) Radial profiles of relative fluctuation levels of parallel flux Γ‖ = Ncs, ion

temperature Ti and electrostatic potential φ for T in
e = 3 and T in

i = 1.

three different radial regions. First, from x = 1 to x = 50, the region where the source

shape has a strong influence on the radial profiles. On the opposite side of the box, for

x = 150 to x = 256, we observe a region where the box is almost empty of particles and

energy, in which the model starts to reach its limits. Between these two regions, profiles

do not have any external constraints. In the remainder of this study, we focus on this

radial area between x = 50 and x = 150. The radial profiles of relative fluctuation

levels are presented in Figure 4 b) for the parallel particle flux, the ion temperature and

the electrostatic potential for a simulation where the electron injection temperature T ine
is three times larger than the ion injection temperature T ini . These values have been

chosen in order to have realistic ratios of ion and electron temperatures in the SOL [30].

These fluctuations have been normalized to the time- and poloidally averaged value of

the corresponding fields. One can observe that the fluctuation levels are around 50% for

the parallel particle flux, 30% for the electrostatic potential and only 12% for the ion

temperature. These differences can be interpreted as follows. First, the parallel parti-

cle flux Γ‖ involves simultaneously density, electron and ion temperatures (through the

parallel acoustic velocity), which can explain the comparatively large fluctuations level

of the parallel particle flux, provided the fluctuations of these fields have cumulative

effects, i.e. are broadly in phase. That this is indeed true will be shown below. For elec-

trostatic potential fluctuations, one can notice that the parallel dynamic tends to peg φ

to ΛTe, so that the fluctuations of φ and Te behave in a very similar way. Finally, the

gap in relative fluctuation level between φ (and thus Te) and the ion temperature can be

explained by the fact that losses in the parallel direction are lower for ion energy than

for electron energy, so that larger electron temperature gradients develop, hence larger

relaxation events. The fluctuation levels obtained in TOKAM-2D are next compared to

experimental observations in the SOL. For the parallel particle flux, measurements are
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a) b)

Figure 5. a) PDF of (Γ‖− < Γ‖ >)/σt,y(Γ‖) for several radial positions. b) Centered

and normalized PDF of ion impact energy E = 2Ti+φ (mono kinetic model) at x = 120

together with the corresponding gamma distribution.

in good agreement with TOKAM-2D non-linear simulations. For example, a relative

fluctuation level of saturation current between 30 and 50% is found on Alcator C-Mod

[31]. Density fluctuation levels around 40% are also found in D-IIID in L-mode plasmas

[32]. Things get more complicated for the electrostatic potential and ion temperature

fluctuations. Indeed, experimental data are still quite scarce, and the few available

datasets span a fairly broad range of values, and are moreover sometimes at least ap-

parently contradictory. In fact, the level of fluctuations for ion temperature ranges from

10% [33] to 400% [34]. Care has to be taken that some measurement are made close to

the separatrix while others pertain to the far SOL. Moreover, the level of fluctuations is

sometimes normalized to the mean value, as in our study, or to the background plasma

(that is, the inter-filament value) which naturally leads to higher fluctuation levels. One

can only say that the fluctuation levels obtained for the electrostatic potential and the

ion temperature in our non-linear simulations are in the lower range of experimental

observations. Finally, we observe that the fluctuations levels are slightly increasing ra-

dially for all fields Γ‖, φ and Ti. This increase is larger for the parallel particle flux

(from 42% at x = 50ρL to 57% at x = 150ρL) and the electrostatic potential (from 26%

at x = 50ρL to 39% at x = 150ρL) than for the ion temperature (from 12% at x = 50ρL
to 16% at x = 150ρL).

In order to better characterize the fluctuations, we turn our attention to probability

density functions (PDFs). The tails of the PDFs are of particular interest for our pur-

poses, because they measure the probability of occurrence of large fluctuations, which

are likely to play a key role in a possible sputtering enhancement by turbulence. On

Fig. 5 a), the probability density function of parallel particle flux fluctuations normal-

ized to the standard deviation, (Γ‖− < Γ‖ >t,y)/σt,y(Γ‖), are plotted for three radial

positions: x = 80, x = 100 and x = 120. The PDFs are clearly positively skewed, which
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means that large amplitude events make a substantial part of the mean parallel flux.

The skewness of this centered PDF seems to be slightly increasing radially, together

with the fluctuation level. This result is consistent both with experimental observations

[32] and 3D non-linear codes results, e.g. TOKAM-3X [35] and GEMR [36]. A similar

behavior is also obtained for the normalized PDFs of φ, while the normalized PDF of

ion temperature fluctuations appears to be quasi-symmetric, i.e with an almost-zero

skewness. Fig. 5 a) shows the PDF of the kinetic energy of ions at the wall, in the

mono kinetic model, i.e. E = 2Ti + φ. The PDF is found to be close to a gamma

distribution Eq. (7), giving ground to the choice which was made in Sec. 2 for W (E).

The parameters α and β from the gamma distribution are obtained from the time series,

and are not further adjusted to improve agreement.

We finally focus on the phase shift between electrostatic potential, parallel particle

flux and ion temperature fluctuations as this will determine their combined impact on

non-linear terms related to sputtering. The radial profiles of phase shift between Γ‖, φ

and Ti are plotted in Figure 6 a).The phase shifts are computed using the formula

θ(F1, F2) = cos−1

 < F̃1F̃2 >t,y√
< F̃ 2

1 >t,y< F̃ 2
2 >t,y

 , (18)

with F̃ = F− < F >t,y. The phase shift is around π/5 between the parallel particle

flux and the ion temperature at all radii. It reaches approximatively π/4 (resp. π/3) at

x = 50 for the phase shift between the electrostatic potential and the parallel particle

flux (resp. the ion temperature). The phase shifts seem to decrease radially, especially

between the electrostatic potential and the two other fields. This radial variation can

probably be explained by changes in the relative weights of the instabilities driving

fluctuations in the model, as pointed out in Ref. [37]. In order to get a better

understanding of what the phase shift between the relevant fields mean, a conditional

averaging technique is used ( taking into account only large parallel flux events, with

an amplitude larger than < Γ‖ >t,y +2σΓ‖ at x = 120). The poloidal shape of the three

studied fields are computed during these large events and presented on the Figure 6 b).

The parallel particle flux is the reference curve with thus a zero poloidal delay. Its shape

is close to a Gaussian function and has a poloidal extension of about 20ρL. The ion

temperature is in phase poloidally with the parallel flux. For the electrostatic potential,

one can observe a poloidal shift of the distribution peak by 4-5ρL in comparison to the

peaks of parallel flux and ion temperature. This shift is the evidence of a poloidal phase

shift between the electrostatic potential and the two others fields. However, this phase

shift is moderate, the three fields are definitely quite well in phase.

5. Mean Sputtered fluxes and yields

We now make use of the numerical simulations described in the previous section in or-

der to compute mean sputtering yields and fluxes, as a function of a measure of the
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a) b)

Figure 6. a) Radial profile of phase shift between the parallel flux Γ‖, the ion

temperature Ti and the electrostatic potential φ for T in
e = 3 and T in

i = 1 b) Poloidal

shape of Γ‖, φ and Ti at x = 120 during large parallel flux events obtained with

conditional averaging. The amplitude of electrostatic potential and ion temperature are

artificially increased respectively by a factor 5 and 10 in order to simplify comparison.

mean impinging energy 〈E〉. It is customary to plot measured sputtering yields as

Em = 2〈Ti〉 + 3Z〈Te〉, or even simply 〈Te〉. The link between these various measures

of the impinging energies will depend on the properties of the fluctuating fields (〈τ〉 in

particular), and complicate matters when comparing experiments to models.

In order to vary the mean temperature, we keep all reference values constant (in

particular the reference temperature T0 to which all temperatures are normalized), and

vary the injection temperatures T ine and T ini (that is, the ratio between the energy and

the particle sources). In this way, the size of the simulation domain remains constant

throughout the power (hence mean temperature) scan. In the following we take T0 = 100

eV and n0 = 1018 m−3. The value of the ratio T ine /T
in
i allows changing τ(x) = 〈Ti〉/〈Te〉.

However the mean value of the later also depends on the completion between parallel and

radial transport, and thus on the radial position. In the following we set T ine /T
in
i = 3, in

accordance with the simulations presented in the previous section. Simulations are run

for T ine ranging from 1 to 12 (non-dimensional units). We calculate yields using time

series at radial position x = 128ρL. The mean value of τ = Ti/Te is plotted on Fig. 7.

The error bars give the standard deviation of τ for these simulations. Fig. 7 b) compares

the sputtering yields calculated using mean fields in the monokinetic approximation and

the thermal averaging procedure described in Sec. 2, plotted as a function of 〈Te〉. As

said earlier, care should be taken in comparing these results since for given values of

〈Te〉 and 〈Ti〉, the mean kinetic energy of ions at the MPSE, K, is not the same in the

two models. In particular, as shown on Fig. 2 b), K > 2Ti for the thermally averaged

model for 〈Te〉 ≤ 20eV , at least partially explaining the higher sputtering yields in the

low temperature range (the remainder of the effect being related to averaging a non
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a) b)

Figure 7. Sputtering yields for D on Be calculated using mean fields values in the

simulations, at x = 128ρL for the mono kinetic model (back solid line) and for the

thermally averaged model (dashed red line)

linear function of the energy).

We now focus on the effects of fluctuations. The mean value of the sputtering yields

〈Y 〉 is compared to the sputtering yield calculated for the mean fields Y (〈φ〉, 〈Te〉, 〈Ti〉)
(as would be done in a mean field, i.e. transport, code) on Fig. 8 a) (monokinetic model)

and c) (thermally averaged model). As anticipated from the simple calculations of Sec.

2 based on a gamma distribution for the impact energy E, fluctuations do increase

sputtering at near threshold temperatures. In the mono kinetic model, at the threshold

sputtering is increased by a factor of 2. For these temperatures, the yield is typically 30

times lower than its maximum value. The effects are weaker for the thermally averaged

model, as expected, where the sputtering yield increases by a factor of 2 for the lowest

mean temperature value available (but at this temperature the yield is typically 2 orders

of magnitude lower than at its maximum). Fig. 8 b) and d) show the corresponding

results for the sputtered fluxes, for which the effects of fluctuations is slightly stronger,

because as shown in the previous section (see Fig. 6, at x = 128ρL) the particle flux is

quite well in phase with temperatures and potential fluctuations. Overall, the results of

the simulations presented here show modest effects, not because of cancelation between

fluctuations of the different fields (since the phase shifts are quite low, of the order of

π/5, see Fig. 6 a)), but presumably rather because of the values of the fluctuation levels

of ion temperature and potential (respectively ' 15% and ' 30 % at x = 128ρL, see Fig.

4). Moreover, the results look similar for yields and fluxes, but parallel flux fluctuations

strengthen the effects observed on fluxes, since they are again essentially in phase with

temperature and potential fluctuations.

In order to assess the role of the fluctuation level, which is not strongly con-

strained experimentally at the time of writing as discussed before, we choose to alter
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a) b)

c) d)

Figure 8. Sputtering yields (D on Be) and sputtered fluxes for the mono kinetic

model a), b) and the thermally averaged model c) and d). αB is the angle between

the magnetic field line and the normal to the wall.

the TOKAM-2D time series in order to increase R. In order to do so, for a given field X

with fluctuation level R, we calculate the fluctuations around the mean δX = X −X,

and then construct a new time series X ′ such that X ′ = X + ηδX, with η > 0. It is

straightforward to check that the relative fluctuation level of the new time series is given

by R′ =

√
(δX ′)2/X ′ = ηR. In fact, for positive fields such as temperature and density

we use X ′ = max(X + ηδX,Xmin) with Xmin = 0.1 in non-dimensional units. For large

fluctuation levels, this could introduce a significant bias (since for instance X ′ ≥ X), but

in cases studied here the bias is small enough in order not to affect our conclusions. In

order for τ = Ti/Te to remain in a reasonable range, we make a further assumption. The

ion temperature is modified according to the procedure just described, and the electron

temperature is redefined as Te(t) = τ/Ti(t) where τ is calculated from the initial time

series. Because of this, the results obtained for η = 1 are somewhat different from the

original ones, shown on Fig. 8, and turn out to underestimate the effects of fluctuations.

The effect of increasing η, hence the fluctuation level, are shown on Fig. 9 for yields and

fluxes. Both n, Ti and φ are modified. Their initial fluctuation level, for the case such
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a) b)

c) d)

Figure 9. Sputtering yields (D on Be) a) and sputtered fluxes c) for the thermally

averaged model, and the ratio of the mean flux to the yield b) and sputtered flux d) as

a function of the mean electron temperature, using a constant value for τ , for different

values of the fluctuation levels (artificially increased by a factor of 2 and 3). αB is the

angle between the magnetic field line and the normal to the wall.

that 〈Te〉 = 20 eV at x = 128ρL, can be read from Fig. 4 b) for Ti and φ (respectively

around 15 and 30 %), and for n we have 35%. These values have to be multiplied by

η = 2 and 3 for the cases labelled by 2R and 3R. The fact that the size of the effects

increase with fluctuation level is clear, and is made more quantitative on Fig. 9 where

the ratio between the mean sputtering yields/fluxes to the yield/fluxes calculated with

the mean fields is plotted. The latter shows a behavior very similar to the one observed

previously for ionization rate coefficients [38], which is not surprising since the tempera-

ture dependence of the two quantities is quite the same. Typically, for large fluctuation

levels (of order unity), one can expect more than an order of magnitude increase of the

sputtered flux, in a temperature domain where the yield is between one and three orders

of magnitude below its maximum. Overall, we can thus conclude that fluctuations can

significantly increase sputtering with respect to mean fields estimations, all the more so

that the energy is low. In other words, the increase becomes more and more marked as

sputtering becomes less and less important. Therefore, fluctuation enhanced sputter-
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ing could have deleterious consequences on long discharges, either for fuel retention in

ITER because of Be codeposition, or for W contamination in a full W DEMO. Sput-

tering enhancement is likely to be relevant for the low field side part of the first wall,

because of the balloonned character of SOL turbulence [39, 35]. One possible way of

retaining these effects in mean field codes would be to rely on effective, or ”fluctuation

dressed”, sputtering coefficients defined as Y eff
P→T = 〈ΓP→T 〉/(〈n〉〈cs〉 cos(αB)), but the

latter would not only depend on the values of the mean fields but also on the relative

fluctuation levels and correlations of all the fields (n, φ, Te, Ti). The fact that all fields

seem to be roughly in phase simplify matters, but whether the number of parameters

can be reduced to a manageable one remains to be investigated. This could involve

a simplified turbulence model from which fluctuation levels could be inferred from the

mean fields and their gradients.

Two additional important points remain to be highlighted before concluding. First,

prompt redeposition has been neglected because it is thought to be immaterial, even for

W, on the first wall where mean densities and temperatures are low (hence W atoms

do have mean free path typically larger than the W+ ion gyroradius), see e.g. Ref.

[9]. The situation would be different in the divertor, and if significant fluctuations

occur there estimations of the mean sputtered flux would have to take the redeposited

fraction into account. In the simplest model [40], the non-redeposited fraction is given by

p2/(1+p2), where p = ωciτ
io
W , with ωci the ion gyro frequency and τ ioW the ionization time

of W, which has a strong temperature dependence below 30 eV. It is likely that taking

prompt deposition into account would make the flux of W atoms effectively released in

the plasma less sensitive to fluctuations, since positive temperature excursions would

simultaneously increase sputtering and redeposition because of shortened mean free

paths (note also that positive correlations between temperature and density would

also reinforce both mechanisms). However, it should be noted that turbulent density

fluctuations affect the stopping power of the plasma [41], especially when the mean

free path of atoms is smaller than the correlation length of filaments (typically 1 cm),

which is the case for W atoms in these conditions. Obtaining quantitative results would

require a dedicated study. Another important question is related to the measurements

of sputtered fluxes, for instance by spectroscopy. These measurements generally do not

resolve turbulent fluctuations in time, and the effect of the latter on the measurement

process remains to be assessed, along the same line as previous works on spectral line

shapes [23] and collisionnal-radiative models [42]. This is important in view of ensuring

consistency between measurements of the mean plasma parameters and of the sputtered

fluxes, and will be the subject of future work.

6. Conclusions

We have discussed the effects of turbulent fluctuations on first wall sputtering, which

is a concern especially for future tokamaks such as ITER and DEMO. Elementary



First wall sputtering by filaments 18

considerations about the non linear dependance of sputtering yields with ion impact

energy, which presents a threshold, suggest that fluctuations could very significantly

enhance sputtering in low temperature conditions, that is in the threshold region.

However, for this type of near threshold sputtering study, a mono kinetic model

for impinging ions could lead to misleading results (overestimating the importance

of fluctuations), and the ion velocity distribution has to be taken into account. In

parallel direction, we have relied on the results of kinetic calculations, the shape of the

distribution being parametrized by τ = Ti/Te. Furthermore, the sputtered fluxes depend

both on ion temperature, electron temperature, electrostatic potential and density

fluctuations, which are not statistically independent. A newly developed version of the

TOKAM-2D code, solving energy equations both for electrons and ions is presented,

and time series generated by the code are used to provide estimates of the size of the

effect fluctuations have on the mean sputtering yields and fluxes. Results show modest

enhancements of yields and fluxes, in particular because relative fluctuation levels are

also quite modest, in particular for ion temperature (although not inconsistent with

some experimental data in the literature). The various fields are quite well in phase

(something also observed on codes based on more complete models), and compensations

of the contributions of several fields do not seem to occur. Artificially increasing the

fluctuation levels, staying within the broad range of experimentally observed values,

leads to enhancements of more than one order of magnitude. We therefore conclude

that fluctuations could indeed significantly enhance first wall sputtering, and that more

work is needed to assess the influence of fluctuations on spectroscopic measurements as

well as on what happens in the divertor where prompt redeposition is strong.
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