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Abstract

The sputter yield of first-wall materials upon bombardment with energetic particles stemming from a
fusion plasma is a relevant parameter for the operational lifetime of a future fusion power plant. As part of
ongoing research on the influence of surface roughness on the sputter yield, nm-smooth and rough samples
with roughnesses on the pm length scale were produced by depositing thin Fe and W films on smooth and
rough Si substrates via magnetron sputtering. The surface morphology of the samples was determined by
atomic force microscopy. The samples were exposed at SIESTA (Second Ion Experiment for Sputtering and
TDS Analysis) to a 6 keV D ion beam (2 keV /D) under various angles of incidence ranging from 0° to 75°
with respect to the surface normal to fluences of the order of 1022 D/m?. The layer thickness was measured
by Rutherford backscattering spectrometry (RBS) before and after erosion. The resulting sputter yields were
compared to simulations performed with SDTrimSP (static and dynamic) and SDTrimSP-3D (static), showing
good qualitative agreement in all cases, as well as agreement with literature data at normal incidence. This
constitutes the first experimental benchmark of SDTrimSP-3D. A discrepancy in the value of the sputter yield
for smooth W at normal incidence was observed between the SDTrimSP simulations and the experimental
values obtained in this work and found in literature. Analogous experiments were performed to study the
sputter yield at normal incidence of 2 keV/D on smooth Au and 6 keV He on smooth W. These sputter yields

were also compared to SDTrimSP simulations and literature, showing good agreement in all cases.

1 Introduction

Physical sputtering by energetic particle bombard-
ment is the main physical process driving erosion
of plasma-facing materials in a nuclear fusion device
[1]. Physical sputtering also plays an important role
in other plasma-surface interaction processes such as
magnetron sputtering, ion milling or analysis methods
such as sputter-XPS or SIMS, and it has been the fo-
cus of extensive experimental and theoretical research
in the past. Monte Carlo codes simulating sputter-
ing by Coulomb interactions have been developed (e.g.,
SDTrimSP [2]), providing good agreement with exper-
imental values for a wide range of ion-target combi-
nations [3]. This process can be studied experimen-
tally, either in plasma devices or with the use of an ion
source. lon sources have a number of distinct advan-
tages over plasma devices, as they enable the extraction

of a mono-energetic beam which can be mass-filtered
with magnetic sector fields. The ensuing knowledge of
the impinging particle species and energy can be cou-
pled with accurate ion current measurement techniques
to allow for well-defined experiments.

As noted in e.g. [4] and [5], target surface roughness
can have a significant impact on the net sputtering be-
havior of a material under bombardment. Depending
on the specific surface morphology and nominal an-
gle of incidence (i.e., the angle of incidence measured
relative to the global surface normal), increased or de-
creased sputtering with regards to a perfectly smooth
surface may occur, based on a superposition of two
effects. On the one hand, due to surface roughness,
the local incident angle will differ from the nominal
incidence, as the nominal incident angle will be off-
set by the local slope at each point on the surface.
This variation typically leads to increased sputtering



when the nominal incidence is close to normal [6]. On
the other hand, on rough surfaces re-deposition may
play a role, as a particle sputtered from one point
on the surface has a chance of impinging on another
point on the surface and re-depositing, thereby reduc-
ing global net erosion. Within this work, as part of
ongoing research into the influence of surface rough-
ness on sputtering, the previously unmeasured angle-
dependent sputter yields for D bombardment of W and
Fe were determined. This was achieved by exposing
smooth W and Fe thin films to a 6 keV D3 (2keV/D)
ion beam at the newly-built high-current ion source
SIESTA (Second Ion Experiment for Sputtering and
TDS Analysis) [7] and measuring the ensuing eroded
layer thickness by Rutherford backscattering spectrom-
etry (RBS) with a 2MeV He™ ion beam. The sputter
yield data are compared with SDTrimSP simulations
(assuming perfectly smooth samples) and experimental
data from literature at normal incidence. Additionally,
the angle-dependent sputter yield of rough W samples
was measured and compared with static SDTrimSP-3D
[8] simulations based on the sample surface morphology
extracted from atomic force microscopy (AFM) scauns,
constituting the first experimental benchmark of the
3D-version of the code. Results are presented and dis-
cussed in section 3. Section 4 constitutes a summary
of these results.

2 Experimental procedure and
simulations

As mentioned in sec. 1, part of the goal of this work was
the comparison of sputter yields for smooth and rough
samples. For this purpose, it was decided that the sur-
face morphology of the samples to be studied should
be modified as little as possible by the impinging ion
beam. To comply with this restriction, it was decided
to expose the samples to low fluences, of the order of
1022 D/11127 corresponding to eroded layer depths of the
order of tens of nm. This motivated the use of RBS
to measure the thickness of nm-thin films, as the film
thickness averaged over the analysis beam-spot (ap-
prox. 1x1 mm in our case) could be measured before
and after implantation with sub-nm accuracy.

In [8] the effect of roughness on the sputter yield was
evaluated on a synthetic sinusoidal cone surface. It was
shown that at an aspect ratio of one, corresponding to a
maximum incident angle of 45° and Rgys (Root Mean
Square Roughness) value of approximately 7 nm, sur-
face roughness plays a significant role on the sputter
yield, as it is reduced by around 30%. Based on these
findings, in this work, the maximum incident angle is
used as a criterion to define whether a surface is smooth
or rough. A surface is considered smooth if the maxi-
mum incident angle measured by AFM is much lower
than 45°. To reduce the influence in this evaluation of
potential outliers in the AFM measurement, the value
of the incident angle at the 95th percentile of the slope
distribution was used to judge whether the surface was
considered rough or smooth.

500 nm-thick Fe films were deposited by magnetron
sputtering on smooth Si samples of 12 x 15 mm? sur-
face area. As deposited, the samples exhibited a corru-
gated surface morphology in the nm-scale (fig. 1) and
an angle of incidence at the 95th percentile of the slope
distribution of 48°. The samples were, therefore, con-
sidered rough. To reduce the surface roughness of the
films, they were eroded for 3 hours to a thickness of
260 nm by an Ar plasma at a pressure of 1 Pa under a
bias voltage of 200V in the magnetron sputtering de-
vice. AFM was performed with an Asylum Research
MFP-3D! device to characterize the surface morphol-
ogy of the samples before and after erosion with Ar
(fig. 1). The morphology changed from a corrugated
structure with Rgyss values of 13 nm to smooth hills
and valleys of Rrprs < 4 nm. The slope distribution
of the smoothed samples is such that 95% of all mea-
sured points on the sample are on areas with an in-
clination lower than 15°. Typical local slope distribu-
tions are shown in figure 2. As expected, progressive
smoothing increases the preponderance of flat angles,
confirming that after erosion with Ar the sample is
smooth. The smooth W samples were produced by
magnetron sputtering a 60 nm thick Cr interlayer on
smooth 12x 15 mm? Si samples and depositing a 60 nm-
thick W layer on top of the Cr layer. The Cr interlayer
served to improve adhesion of the W layer. AFM scans
showed that the as-deposited samples were sufficiently
smooth (fig. 4), with Rrys ~ 0.5 nm and a distribu-
tion of inclination angles lower than 7° for 95% of the
measured points on the sample (fig. 2). The rough W
samples were produced by depositing a 100 nm-thick
W layer on a 150 nm-thick Ti interlayer on a nanos-
tructured Si substrate via magnetron sputtering. The
Ti interlayer served the same purpose as the Cr in-
terlayer for the smooth samples. The nanostructured
silicon was prepared by means of a mask-less plasma
process employing tetrafluoromethane and hydrogen as
reaction gases. Surface texturing was achieved by an
overall etching process with a simultaneous random
deposition of a passivation layer produced by H par-
ticles, CFx radicals and the partially etched product
SiFx. The competition between passivation layer de-
position and its removal by bombardment with ener-
getic ions causes local variations of the etching rate on
the Si surface, leading to the growth of random silicon
nanostructures over the process time [9]. A scanning
electron microscopy cross section of a rough W sam-
ple, produced by focused ion beam milling, is shown
in figure 3. AFM scans of these samples indicated a
Rryrs ~ 20nm and a distribution of local slopes lower
than 50° for 95% of all measured points (figs. 4, 2).
The roughness values of these samples and their slopes
at the 95th percentile are listed in table 1.

The samples were exposed under incident angles of
0° (normal incidence), 45°, 60° and 75° to a 6 keV D7
beam (2keV/D) at SIESTA [7]. The surface area of
the beam footprint at the target was measured in all
cases by eroding 70 nm-thick amorphous hydrogenated

1Trademark of Oxford Instruments Asylum Research, Inc.



[ Sample | Rrus [nm] | Slope dist. (95%) |
Fe rough 13.4 48°
Fe smooth 3.7 15°
W rough 19.6 50°
W smooth 0.6 7°

Table 1: Root mean squared roughness values of Fe
and W samples and the slope at the 95th percentile.
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Figure 1: Atomic Force Microscopy images of 500
nm magnetron-deposited Fe thin films on Si, before
(left) and after 3 hours of erosion under an Ar plasma
(right). The samples are smoothed by the Ar plasma
to Rrars < 4nm, as listed in tab. 1. (Color online).
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Figure 2: Typical distributions of local slopes of rough
and smooth Fe and W thin films deposited on Si by
magnetron sputtering. The local slope corresponding
to the 95th percentile is listed in tab. 1. (Color online).

Figure 3: Scanning electron microscopy cross section of
a rough W sample, produced by focused ion beam cut.
The W and Ti thin films and roughened Si substrate
have been labeled in white.
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Figure 4: AFM images of rough (left, 3x3 pym) and
smooth (right, 1x1 um) W samples. The height scale of
the smooth W image has been reduced to improve the
visibility of the surface roughness. The Ry values of
the samples are listed in tab. 1. (Color online).
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Figure 5: RBS spectra of a rough W sample before

(red) and after exposure at SIESTA (black) under 0° in-
cidence. The integral of the W peak is proportional to
the thickness of the W layer. The width of the W peak
after exposure has diminished due to erosion. (Color
online).

carbon layers (a-C:H) on a Si substrate under identi-
cal exposure conditions. The measured surface area
was used to estimate the ion fluence to the targets.
The samples were eroded to fluences in the range of
1022D/m?, equating to an erosion of ~ 10 nm. Before
and after erosion, the samples were analyzed by RBS
at the Tandem accelerator at IPP, using 2 MeV He ions
and a scattering angle of 165°. Figure 5 shows typical
spectra from a rough W sample analyzed before and
after erosion at SIESTA. The integral of the W signal
is proportional to the areal density of the W surface
layer. The layer thickness can be deduced from the
measured areal density by dividing by the atomic den-
sity of the W layer, which as a first approximation can
be assumed to be the atomic density of bulk W.

From the data, the sputter yield for each angle of
incidence was calculated by applying the equation:

Neroded [at/ch] * S [CmQ]

Nimpinging [at]

Sputter Yield = , (D)

where Ng,odeq denotes the thickness of the eroded
layer in atoms per unit surface, S is the surface area of
the beam-spot at the target and Nipmpinging = 3 * Q/e
is the total amount of impinging deuterons. @ is the
collected charge at the target and e is the elemen-
tary charge. These results were compared with lit-
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Figure 6: Sputter yields of a 6 keV D3 beam (2keV /D)
on smooth Fe thin films under incident angles of 0°
(normal to surface), 45°, 60° and 75°, determined by
RBS. SDTrimSP simulations and literature values from
Behrisch and Eckstein [10] and Sugiyama [11] are in-
cluded for comparison. (Color online).

erature data and with the sputter yields calculated
with SDTrimSP for the given experimental conditions.
SDTrimSP is a monte-carlo code which simulates trans-
port of energetic particles through a target by em-
ploying the two-body collision approximation. In the
1D version, the target conmsists of laterally homoge-
neous layers of arbitrary composition. Said simulations
were performed with the standard parameters (Gauss-
Mehler quadrature integration method with 8 pivots
and ipot set to 1) [2]. For the static simulations of
erosion of the rough W samples with SDTrimSP-3D
[8], the surface geometry was directly extracted from
the AFM scans of the samples (fig. 4), consisting of
a simulated surface of 440.25 x 440.25 nm. This is
considered a representative area of the overall surface
morphology. The cell resolution for the 3D simulation
was 5.87 x 5.87nm?.

The experimental uncertainties of the measured
sputter yields were calculated. The measurement un-
certainty depends on the variance of Ne,ogeq (number
of counts of the integral of the RBS spectrum), S (beam
footprint at the target) and @ (accumulated charge).
In practice, the uncertainty due to Ne,oqeq is negligible
due to sufficient statistics in the RBS spectra. The un-
certainty in S is in the range of 40.05 cm? (approx. 7%
of surface area) at low angles of incidence (impinging
ion beam footprint is well defined and homogeneous),
but it is significant at high angles of incidence, up to
+0.3cm?, corresponding to 30% of surface area, for
samples eroded under 75° incidence. The uncertainty
in @ is linked to the relative error of the ion current
measurement, which was estimated to be 14% [7].

3 Results and discussion

The experimental and simulated results for the smooth
Fe thin films are shown in fig. 6. The experimental re-
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Figure 7: Sputter yields of a 6 keV D3 beam (2keV /D)
on smooth (red squares) and rough (black circles) W
thin films under incident angles of 0° (normal to sur-
face), 45°, 60° and 75°. The smooth W data can be
directly compared to 1D SDTrimSP simulations (red
curve with + symbols), while the rough W data may be
compared with static SDTrimSP-3D simulations (black
curve with crosses). Literature values from Behrisch
and Eckstein [10] and Sugiyama [11] are included for
comparison. (Color online).

sults agree fully with the simulated values within the
experimental uncertainty. The sputter yield increases
with the angle of incidence. In the simulation, the SY
reaches a maximum for an angle of about 80° and then
sharply decreases due to increased reflection. The ex-
perimentally determined sputter yield under normal
incidence is approximately 20% larger than the val-
ues given in the literature [10, 11|, though they agree
within the experimental uncertainty in the case of [11].
No estimation of uncertainty is given in [10].

The results from the smooth and rough W thin films
are shown in fig. 7. The experimentally determined
sputter yield of the smooth W sample under 0° in-
cidence displays a discrepancy of a factor of 2 with
SDTrimSP. However, there is good agreement with the
literature data for smooth W at normal incidence from
[10, 11], indicating that this discrepancy may be an is-
sue with SDTrimSP and not with the experiment. All
other data points of the smooth W sputter yields are in
agreement with the SDTrimSP calculations. Both ex-
perimental and simulated curves show a similar trend
to what is observed with smooth Fe. Contrary to the
sputtering behavior of the synthetic surfaces in [8], the
static SDTrimSP-3D calculations indicate an increase
in the SY at normal incidence. The reason for this dif-
ferent behavior is likely the very different slope distri-
butions of the rough W samples and the synthetic sur-
face, when the latter is evaluated at roughness values
comparable to those measured on the rough W sam-
ples. The simulations agree qualitatively with the sput-
ter yields of the rough W thin films. As was the case
with the smooth samples, the sputter yield of the rough
samples increases as a function of the nominal incident
angle within the measured range of 0° to 75°, though



this increase is less pronounced than for the smooth
samples and no sputter yield maximum is observed.
SDTrimSP-3D correctly predicts increased sputtering
of the rough surfaces at low angles of incidence (< 50°)
and decreased sputtering at high angles of incidence
(> 60°) as compared to the smooth surfaces. However,
SDTrimSP-3D deviates significantly from the measure-
ments at 45° and 60° incidence, which could be in part
a consequence of the limited resolution of the AFM
scans when imaging sharp changes in the slope of the
surface, as the scan is “smoothed” over the scanning tip
radius of 10 nm.

Overall, the results for the smooth and rough W
thin films present a similar trend to those observed
by Kiistner et al. in [4] and [5], where respectively the
sputter yields of 2 keV D% on pyrolytic and isotropic
graphite, and of 3 keV Bet on polished, roughened and
unpolised Be were measured as a function of the angle
of incidence and compared to SDTrimSP .

The mismatch of a factor of 2 between SDTrimSP
and the smooth W sample at 0° incidence is not ob-
served between SDTrimSP-3D and the rough W sam-
ple. A static SDTrimSP-3D simulation was performed
with the surface morphology of the smooth W sam-
ples. The resulting sputter yields correctly reproduced
the SDTrimSP results, presenting the same mismatch
at 0° incidence. In order to assess whether this dis-
crepancy is related to the chosen projectile or target,
the sputter yields of 6 keV DJ (2keV/D) on Au and
6 keV Het on W were measured under normal inci-
dence and compared to data from SDTrimSP simula-
tions and literature [10, 12]. The measurements on
Au have been previously described in [7]. All data
are listed in tab. 2. As was the case with Fe, the ex-
perimental sputter yield of D on Au agrees reasonably
well with SDTrimSP (experimental sputter yield is 12%
larger), and is slightly higher than other values from
literature. The experimental sputter yield of He on W
shows very good agreement with the data from litera-
ture, but is approximately 35% smaller than the value
given by SDTrimSP. While this mismatch is signifi-
cant, it is substantially smaller than the factor of 2 dis-
crepancy between experiments and simulation for D on
smooth W. Similar discrepancies between experimental
SY and sputter yields calculated with SDTrimSP were
also observed in literature data for W and other brit-
tle materials (e.g., Mo, B, Be), both in magnitude and
direction (Syts‘i'rnulated > Si/expem’mental)a regardless of
impinging ion species, while the agreement is better for
more ductile materials (Cu, Ni, Au) [10]. It is possi-
ble that the binary collision approximation, on which
SDTrimSP is based, is less applicable for brittle ma-
terials than for ductile ones. However, this conjecture
alone would fail to explain why said discrepancy is not
observed in the case of rough W at normal incidence or
smooth W at higher angles. One explanation for this
lack of discrepancy could be that W exhibits grain-
orientation-dependent sputtering and the predominant
grain orientation, i.e., the texture of the two sets of
samples, may be different. Recent experiments with
W have indicated a strong (factor of 10) dependence

of the sputter yield on the W grain orientation [13],
and since the surface morphologies of the substrates
on which the smooth and rough W thin films were de-
posited were different, it is conceivable that the two
sets of samples exhibited preferential layer growth in
different crystallographic orientations.

4 Summary

A series of smooth Fe and W and rough W thin films
were eroded by ion bombardment with a 6 keV DF
(2 keV/D) ion beam under well-defined laboratory con-
ditions at SIESTA. The sputter yield under these con-
ditions was measured as a function of the angle of inci-
dence by determining the eroded layer thickness with
2MeV He™ RBS measurements performed before and
after erosion. The surface morphology of the thin films
was characterized with AFM before erosion. The ensu-
ing sputter yield values are compared with SDTrimSP
simulations, literature data at 0° incidence and, in the
case of the rough thin films, static SDTrimSP-3D sim-
ulations based on the sample surface morphology from
the AFM scans. This constitutes the first experimental
benchmark of SDTrimSP-3D.

The sputter yield data from the smooth Fe thin films
showed quantitative agreement with the SDTrimSP
simulations in all cases. The sputter yields from the
smooth W thin films agreed quantitatively with the
SDTrimSP simulations in all cases except under normal
incidence, where a discrepancy of a factor of two was
observed. Since the experimentally-determined sput-
ter yield under normal incidence agrees with the data
from literature, it was concluded that this mismatch
was due to an issue with SDTrimSP and not with the
experiment. Reasons for this mismatch were proposed,
consisting of a systematic error by SDTrimSP when
calculating the sputter yield of brittle targets, as indi-
cated by a review of the existing literature [10]. An-
other factor could be the effect of the grain orientation
of the W films on the measured sputter yields, as recent
investigations have shown that W may exhibit grain-
orientation-dependent sputtering under certain expo-
sure conditions [13]. This last point is currently the
focus of ongoing investigations.

There is qualitative agreement between the sputter
yields of the rough W thin films and the SDTrimSP-
3D calculations. In this experimental benchmark, the
code correctly predicted an increase of the sputter yield
with the angle of incidence, increased sputtering of the
rough surface relative to the smooth case at low angles
of incidence and decreased sputtering compared with
the smooth case at high angles of incidence. The afore-
mentioned discrepancy in the sputter yield at normal
incidence was not observed when comparing the rough
samples with SDTrimSP-3D simulations.

The sputter yield trends observed in the experiments
and simulations can be explained qualitatively. If the
local incident angle of the projectile on the surface is
high, a large fraction of the projectile energy is de-
posited closer to the surface. This increases the proba-



| Sputter yields [ 2keV/D on Fe | 2keV/D on W [ 2 keV/D on Au [ 6 keV He on W |

Experimental | 0.0459 £ 0.0075 | 0.0052 4+ 0.0014 | 0.0419 £0.002 | 0.0474 % 0.0099
SDTrimSP 0.051 0.0128 0.037 0.063
Behrisch [10] 0.040 0.0048 0.031 0.045
Sugiyama [11] | 0.040 £ 0.009 0.0054 £ 0.001
Bay [12] 0.038

Table 2: Sputter yields under normal incidence of 6 keV D3 (2keV /D) on smooth Fe and on smooth W and Au,
and of 6 keV He' on W, determined experimentally (with uncertainty), via SDTrimSP simulations, or from
literature (with uncertainty where available). The experimental data for D on Au was determined by mass-loss

measurements and was previously presented in [7].

bility for a surface atom to receive enough energy to be
sputtered. However, at very high angles (close to graz-
ing incidence), decreased sputtering is observed. In
the case of rough surfaces, when the angle of incidence
is close to the surface normal, the local incident angles
(slopes) are higher than the nominal angle of incidence,
contributing to an increase in the local sputter yield.
When the angle of incidence is high, there are contri-
butions from both sides of the sputtering maximum:
parts of the surface may exhibit increased sputtering
due to high local slopes, while others may exhibit de-
creased sputtering due to low local slopes or grazing
incidence. Additionally, in the case of rough samples
there is a probability of re-deposition of a sputtered
atom, contributing to lower net sputtering. However,
in the case of the morphology of the rough W sam-
ples examined in this work, the effect of re-deposition
seems to be less important than the effect of the angles
of incidence.
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