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#### Abstract

A common strategy in the numerical solution of partial differential equations is to define a uniform discretization of a tensor-product multi-dimensional logical domain, which is mapped onto a physical domain through a given coordinate transformation. By extending this concept to a multi-patch setting, simple and efficient numerical algorithms can be employed on relatively complex geometries. The main drawback of such an approach is the inherent difficulty in dealing with singularities of the coordinate transformation.

This work suggests a comprehensive strategy for dealing with the most common situation of disk-like domains with a singularity at a unique pole, where one edge of the rectangular logical domain is collapsed into one point of the physical domain (e.g. a circle). We present robust numerical algorithms for the solution of Vlasov-like hyperbolic equations coupled to Poisson-like elliptic equations in such geometries. We describe a semi-Lagrangian advection solver that employs a new set of coordinates to integrate the characteristic equations in the whole domain, including the pole, and a finite element Poisson solver based on $C^{1}$ smooth polar splines (Toshniwal et al., 2017 [1]). The 2D guiding-center model for magnetized plasmas, mathematically equivalent to a vorticity model for incompressible inviscid Euler fluids, is then considered to set up numerical test cases coupling the two solvers. The numerical methods presented show high-order convergence in the space discretization parameters, uniformly across the whole domain, with no order reduction effects due to the singularity. Dedicated examples show that the techniques described can be applied straightforwardly also in the presence of point charges (or, similarly, point-like vortices) within the context of particle-in-cell methods.
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## 1. Introduction

This work is concerned with the solution of coupled hyperbolic and elliptic partial differential equations on disklike domains with a singularity at a unique pole, where one edge of the rectangular logical domain $\Lambda=[0,1] \times[0,2 \pi)$ is collapsed into one point of the physical Cartesian domain $\Omega$ via a given coordinate mapping $\boldsymbol{F}: \Lambda \mapsto \Omega[1]$. Our 2D working model is the guiding-center model [2, 3]

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}-E^{y} \frac{\partial \rho}{\partial x}+E^{x} \frac{\partial \rho}{\partial y}=0  \tag{1}\\
-\Delta \phi=\rho
\end{array}\right.
$$

with homogeneous Dirichlet boundary conditions $\phi(\partial \Omega)=0$. This is tipically used to describe low-density nonneutral plasmas [4, 5, 6, 7] in a uniform magnetic field $\boldsymbol{B}=\hat{\boldsymbol{z}}$, where $\hat{z}$ is a unit vector perpendicular to the $(x, y)$ plane, $\rho=\rho(t, x, y)$ is the density distribution function of the plasma charges, $\phi=\phi(t, x, y)$ is the electric scalar potential associated to the electric field $\boldsymbol{E}=\left(E^{x}, E^{y}\right)=-\boldsymbol{\nabla} \phi=(-\partial \phi / \partial x,-\partial \phi / \partial y)$ created by the plasma charges and $\Delta$ represents the Laplace operator. The 2D velocity field $\left(-E^{y}, E^{x}\right)$, responsible for the transport of the density distribution function $\rho$ in (1), represents the $\boldsymbol{E} \times \boldsymbol{B}$ drift velocity. System (1) is also mathematically equivalent to the 2D Euler equations for incompressible inviscid fluids, with $-\rho$ representing the vorticity of the fluid and $\phi$ a stream function. Therefore, (1) has been also used in the fluid dynamics community for a variety of studies related to vortex dynamics and turbulence [8, 9, 10, 11]. The simplest domain we will consider is a circle, which corresponds typically to a 2D cut of some cylindrical 3D physical setup. Examples of more complex domains will be discussed in section 2 and may arise naturally in the context of plasma models as 2D cuts of complex-shaped toroidal devices (e.g. D-shaped Tokamaks [12]).

Regarding the numerical solution of (1), we are interested in solving the hyperbolic part (transport advection equation for $\rho$ ) with the method of characteristics and the elliptic part (Poisson's equation for $\phi$ ) with a finite element method based on $B$-splines. More precisely, the advection equation is solved by computing $\rho$ on a grid following the characteristics backward in time for a single time step and interpolating at the foot of the characteristics using the grid values of $\rho$ at the previous time step. This method is referred to as backward semi-Lagrangian method and was originally investigated in the context of the vorticity advection equation for the barotropic forecasting model by [13] and later for Vlasov-like transport equations by [14, 15, 16, 17, 18, 19]. One advantage of the semi-Lagrangian method is avoiding any limitation related to the Courant-Friedrichs-Lewy (CFL) condition [20] in the region close to the pole, where the grid cells become smaller and smaller. As already pointed out, this scheme works on a structured logical mesh, which is usually constructed to be conformal to the level curves of some given function (in the physical applications, they may correspond to magnetic field flux surfaces for plasma models or level curves of the stream function for fluid models). Since the method is based on the integration of the characteristics backward in time, the choice of coordinates to be used while performing this integration turns out to be crucial: such coordinates need to be well-defined in the whole domain, including the pole. The choice we propose, described in details in section 4 , meets this requirement without affecting the robustness, efficiency and accuracy of the numerical scheme. The same
coordinates can be used as well for the forward time integration of the characteristic trajectories of point charges or point-like vortices.

On the other hand, the elliptic Poisson equation is solved with a finite element method based on $B$-splines. Again, to avoid problems in the region close to the pole, we require the advection field $\left(-E^{y}, E^{x}\right)$ to be at least continuous there. This means that $\phi$, from which $E^{x}$ and $E^{y}$ are obtained by means of derivatives, has to be at least of class $C^{1}$ in the neighborhood of the pole (no such issues occur anywhere else far from the pole). For this purpose, we follow the approach recently developed by [1] to define a set of globally $C^{1}$ smooth spline basis functions on singular disk-like domains. A higher degree of smoothness, consistent with the spline degree, may be imposed as well, if needed.

This paper is organized as follows. Sections 2 and 3 define the types of singular mapped disk-like domains we are interested in and their discrete representation. Sections 4 and 5 describe our hyperbolic advection solver and elliptic Poisson solver, including some numerical tests. Section 6 describes the coupling of the two solvers and discusses a variety of test cases in both circular and more complex geometries. A short appendix describes in details the implementation of the finite element Poisson solver.

## 2. Singular mapped disk-like domains

We consider polar domains defined by mappings with a singularity at a unique pole. We denote by $(s, \theta) \in$ $[0,1] \times[0,2 \pi)$ the logical coordinates on the polar domain and by $(x, y) \in \Omega$ the physical Cartesian coordinates. In the following, two analytical examples of such mappings are provided. The first mapping is defined by [21]

$$
\begin{align*}
& x(s, \theta)=\bar{x}+(1-\kappa) s \cos \theta-\Delta s^{2},  \tag{2}\\
& y(s, \theta)=\bar{y}+(1+\kappa) s \sin \theta,
\end{align*}
$$

where $\kappa$ and $\Delta$ represent the elongation and the Shafranov shift, respectively. The mapping collapses to the pole $(\bar{x}, \bar{y})$ for $s=0:(x(0, \theta), y(0, \theta))=(\bar{x}, \bar{y})$ for all $\theta$. The Jacobian matrix of the mapping reads

$$
J=\left[\begin{array}{cc}
(1-\kappa) \cos \theta-2 \Delta s & (\kappa-1) s \sin \theta \\
(1+\kappa) \sin \theta & (1+\kappa) s \cos \theta
\end{array}\right],
$$

with determinant

$$
\operatorname{det} J=s(1+\kappa)[(1-\kappa)-2 \Delta s \cos \theta] .
$$

The Jacobian determinant vanishes at the pole. Therefore, the Jacobian matrix of the inverse transformation becomes singular there:

$$
J^{-1}=\frac{1}{s(1+\kappa)[(1-\kappa)-2 \Delta s \cos \theta]}\left[\begin{array}{cc}
(1+\kappa) s \cos \theta & (1-\kappa) s \sin \theta \\
-(1+\kappa) \sin \theta & (1-\kappa) \cos \theta-2 \Delta s
\end{array}\right] .
$$

The second mapping is defined by [22]

$$
\begin{align*}
& x(s, \theta)=\frac{1}{\varepsilon}(1-\sqrt{1+\varepsilon(\varepsilon+2 s \cos \theta)}), \\
& y(s, \theta)=\bar{y}+\frac{e \xi s \sin \theta}{2-\sqrt{1+\varepsilon(\varepsilon+2 s \cos \theta)}}=\bar{y}+\frac{e \xi s \sin \theta}{1+\varepsilon x(s, \theta)}, \tag{3}
\end{align*}
$$

where $\varepsilon$ and $e$ represent the inverse aspect ratio and the ellipticity, respectively, and $\xi$ is defined as $\xi=1 / \sqrt{1-\varepsilon^{2} / 4}$. The mapping collapses to the pole $\left(\left(1-\sqrt{1+\varepsilon^{2}}\right) / \varepsilon, \bar{y}\right)$ for $s=0:(x(0, \theta), y(0, \theta))=\left(\left(1-\sqrt{1+\varepsilon^{2}}\right) / \varepsilon, \bar{y}\right)$ for all $\theta$. The Jacobian matrix of the mapping reads

$$
J=\frac{e \xi}{1+\varepsilon x(s, \theta)}\left[\begin{array}{cc}
-\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{\cos \theta}{e \xi} & \frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{s \sin \theta}{e \xi} \\
\sin \theta+\frac{\varepsilon s \sin \theta \cos \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & s \cos \theta-\frac{\varepsilon s^{2} \sin ^{2} \theta}{1-\varepsilon^{2} x^{2}(s, \theta)}
\end{array}\right]
$$

with determinant

$$
\operatorname{det} J=\frac{e \xi s}{\varepsilon^{2} x^{2}(s, \theta)-1} .
$$

Again, the Jacobian determinant vanishes at the pole. Therefore, the Jacobian matrix of the inverse transformation becomes singular there:

$$
J^{-1}=\frac{\varepsilon^{2} x^{2}(s, \theta)-1}{e \xi s}\left[\begin{array}{ll}
s \cos \theta-\frac{\varepsilon s^{2} \sin ^{2} \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & -\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{s \sin \theta}{e \xi} \\
-\sin \theta-\frac{\varepsilon s \sin \theta \cos \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & -\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{\cos \theta}{e \xi}
\end{array}\right]
$$

In all examples considered in this work the mapping (2) is set up with the parameters shown in Table 1 and the


Fig. 1: Singular disk-like domains: mapping (2) (left) and (3) (right). Lines originating from the pole are isolines at constant $\theta$, lines concentric around the pole are isolines at constant $s$.
mapping (3) is set up with the parameters shown in Table 2 Figure 1 shows the physical domains obtained with these mappings.

| $\bar{x}$ | $\bar{y}$ | $\kappa$ | $\Delta$ |
| :---: | :---: | :---: | :---: |
| 0.08 | 0 | 0.3 | 0.2 |

Table 1: Parameters used to initialize the mapping 2.

| $\bar{y}$ | $\varepsilon$ | $e$ |
| :---: | :---: | :---: |
| 0 | 0.3 | 1.4 |

Table 2: Parameters used to initialize the mapping (3).

## 3. Discrete spline mappings

In practical applications it may not be possible to have an analytical description of the mapping that represents the physical domain of interest, as for the examples discussed above. Moreover, as already pointed out in the introduction, we are going to solve the elliptic equation in (1) with a finite element method based on a set of globally $C^{1}$ smooth spline basis functions, obtained from standard tensor-product splines by imposing appropriate constraints [1]. Our numerical method is therefore based on a machinery inherently defined at the discrete level. Hence, we need to have a discrete counterpart of the analytical singular mapped disk-like domains discussed in the previous section.

We start by defining a 2D tensor-product spline basis $\left\{B_{i_{1} i_{2}}(s, \theta)=B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta}(\theta)\right\}_{i_{1}, i_{2}}$, with $i_{1}=1, \ldots, n_{1}$ and $i_{2}=1, \ldots, n_{2}$, of B-splines of degree $p_{1}$ with open knots in $s \in[0,1]$ and $2 \pi$-periodic B-splines of degree $p_{2}$ in $\theta \in[0,2 \pi)$. The domain along each direction is decomposed into 1 D intervals, also referred to as cells, whose limit points are known as break points. More precisely, the domain along $s$ is decomposed into $n_{1}^{c}=n_{1}-p_{1}$ cells with $n_{1}^{b}=n_{1}^{c}+1=n_{1}-p_{1}+1$ break points $s_{1}, \ldots, s_{n_{1}^{b}}$ and the domain along $\theta$ is decomposed into $n_{2}^{c}=n_{2}$ cells with $n_{2}^{b}=n_{2}^{c}+1=n_{2}+1$ break points $\theta_{1}, \ldots, \theta_{n_{2}^{b}}$. From the break points, we define a knot sequence of $n_{1}^{b}+2 p_{1}$ open knots along $s$,

$$
\underbrace{s_{1}, \ldots, s_{1}}_{p_{1}}, s_{1}, \ldots, s_{n_{1}^{b}}, \underbrace{s_{n_{1}^{b}}, \ldots, s_{n_{1}^{b}}}_{p_{1}},
$$

and a knot sequence of $n_{2}^{b}+2 p_{2}$ periodic knots along $\theta$,

$$
\underbrace{\theta_{n_{2}^{b}-p_{2}+1}, \ldots, \theta_{n_{2}^{b}}}_{p_{2}}, \theta_{1}, \ldots, \theta_{n_{2}^{b}}, \underbrace{\theta_{1}, \ldots, \theta_{p_{2}}}_{p_{2}} .
$$

Due to the open knot sequence, the basis functions $B_{i_{1}}^{s}(s)$ satisfy the following properties:

$$
\begin{array}{llll}
B_{1}^{s}(0)=1, & B_{i_{1}}^{s}(0)=0 & \text { for } & 2 \leq i_{1} \leq n_{1}, \\
B_{n_{1}}^{s}(1)=1, & B_{i_{1}}^{s}(1)=0 & \text { for } & 1 \leq i_{1} \leq n_{1}-1 . \tag{4}
\end{array}
$$

Moreover, their derivatives satisfy the following property:

$$
\left(B_{1}^{S}\right)^{\prime}(0)=-\left(B_{2}^{s}\right)^{\prime}(0) \neq 0, \quad\left(B_{i_{1}}^{s}\right)^{\prime}(0)=0 \quad \text { for } \quad 3 \leq i_{1} \leq n_{1} .
$$

We now define a discrete counterpart of our analytical singular mapped disk-like domains based on this spline basis. We denote such discrete mappings by $\boldsymbol{F}:[0,1] \times[0,2 \pi) \mapsto \Omega$ and define them as $\boldsymbol{F}(s, \theta)=(x(s, \theta), y(s, \theta))$, with

$$
\begin{aligned}
& x(s, \theta)=\bar{x} B_{1}^{s}(s)+\sum_{i_{1}=2}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{x} B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta}(\theta), \\
& y(s, \theta)=\bar{y} B_{1}^{s}(s)+\sum_{i_{1}=2}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{y} B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta}(\theta),
\end{aligned}
$$

where $(\bar{x}, \bar{y})$ represents the pole. The control points $\left(c_{i_{1} i_{2}}^{x}, c_{i_{1} i_{2}}^{y}\right)$ are obtained by interpolating the corresponding analytical mapping on the so-called Greville points [23, 24], which are averages of the knots generally lying near the parameter values corresponding to a maximum of the basis functions:

$$
\xi_{i}=\frac{1}{p}\left(t_{i+1}+t_{i+2}+\cdots+t_{i+p}\right)
$$

where we denoted by $\left(t_{0}, t_{1}, \ldots, t_{m}\right)$ the knots associated to a generic spline basis of degree $p$. We note that all the control points at $i_{1}=1$ are equal: $\left(c_{1 i_{2}}^{x}, c_{1 i_{2}}^{y}\right)=(\bar{x}, \bar{y})$. Moreover, (4) implies that $(x(0, \theta), y(0, \theta))=(\bar{x}, \bar{y})$ for all $\theta$ : the whole $s=0$ line in the logical domain collapses to the pole and the mapping takes a unique value there. From a geometric point of view, a uniform rectangular logical domain is mapped through the mapping $\boldsymbol{F}$ to a polar domain, with one edge collapsing to the pole. $\boldsymbol{F}$ is such that $C^{k}$ smooth splines in the logical domain remain $C^{k}$ smooth everywhere except at the pole when mapped onto the polar domain.

## 4. Semi-Lagrangian advection solver

We now consider the 2D hyperbolic advection equation in (1)

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}-E^{y} \frac{\partial \rho}{\partial x}+E^{x} \frac{\partial \rho}{\partial y}=0 \tag{5}
\end{equation*}
$$

and denote by $\boldsymbol{A}=\left(A^{x}, A^{y}\right)=\left(-E^{y}, E^{x}\right)$ the 2 D advection fields, for simplicity. These are assumed to be wellbehaved on the physical Cartesian domain $\Omega$. However, at the discrete level they are represented by splines and need therefore to be evaluated in the logical coordinates $(s, \theta)$. We now discuss the optimal choice of coordinates for the backward tracing of the characteristic trajectories associated to 55. It is natural to think of integrating the characteristic equations in either Cartesian or logical coordinates. Therefore, we first discuss these two choices in the following. The characteristic equations in Cartesian coordinates $(x, y)$ read

$$
\left[\begin{array}{l}
\dot{x} \\
\dot{y}
\end{array}\right]=\left[\begin{array}{l}
A^{x}(t, s(x, y), \theta(x, y)) \\
A^{y}(t, s(x, y), \theta(x, y))
\end{array}\right] .
$$

This is well defined everywhere in the domain, but becomes computationally expensive if the mapping $(s, \theta) \mapsto(x, y)$ is not easy to invert. The characteristic equations in logical coordinates $(s, \theta)$ are

$$
\left[\begin{array}{c}
\dot{s}  \tag{6}\\
\dot{\theta}
\end{array}\right]=J^{-1}\left[\begin{array}{l}
A^{x}(t, s, \theta) \\
A^{y}(t, s, \theta)
\end{array}\right]
$$

where $J^{-1}$ is the Jacobian of the inverse mapping,

$$
J^{-1}=\frac{J^{C}}{\operatorname{det} J},
$$

with $J^{C}$ being the transpose of the cofactor matrix of $J$. The characteristic equations (6) are not defined at the pole, because $J^{-1}$ is singular there. We then suggest to introduce new coordinates $(X, Y)$,

$$
\left[\begin{array}{l}
X \\
Y
\end{array}\right]=\left[\begin{array}{c}
s \cos \theta \\
s \sin \theta
\end{array}\right],
$$

which we name pseudo-Cartesian coordinates (Figure 2). For a circular mapping, pseudo-Cartesian coordinates reduce to the standard Cartesian ones. The Jacobian of the new transformation $(s, \theta) \mapsto(X, Y)$ is simply

$$
\mathcal{J}=\left[\begin{array}{rr}
\cos \theta & -s \sin \theta \\
\sin \theta & s \cos \theta
\end{array}\right] .
$$

The characteristic equations in pseudo-Cartesian coordinates $(X, Y)$ are

$$
\left[\begin{array}{l}
\dot{X}  \tag{7}\\
\dot{Y}
\end{array}\right]=\left(J \mathcal{J}^{-1}\right)^{-1}\left[\begin{array}{l}
A^{x}(t, s(X, Y), \theta(X, Y)) \\
A^{y}(t, s(X, Y), \theta(X, Y))
\end{array}\right] .
$$

We first note that the mapping $(s, \theta) \mapsto(X, Y)$ is easier to invert than the original mapping $(s, \theta) \mapsto(x, y)$ :

$$
\left[\begin{array}{l}
s \\
\theta
\end{array}\right]=\left[\begin{array}{r}
\sqrt{X^{2}+Y^{2}} \\
\operatorname{atan} 2(Y, X)
\end{array}\right],
$$

where $\operatorname{atan} 2(Y, X)$ returns the principal value of the argument function applied to the complex number $X+i Y$ in the range $(-\pi, \pi]$ (which must then be shifted appropriately to the domain interval $[0,2 \pi)$ ). Moreover, the product of Jacobian matrices appearing in (7) turns out to be well-behaved in the whole logical domain, including the pole. More precisely, the singularity coming from the inverse Jacobian

$$
\mathcal{J}^{-1}=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\frac{1}{s} \sin \theta & \frac{1}{s} \cos \theta
\end{array}\right]
$$

when $s \rightarrow 0$ is cancelled by the matrix elements of $J$. The product $J \mathcal{J}^{-1}$ in general looks like

$$
J \mathcal{J}^{-1}=\left[\begin{array}{ll}
\frac{\partial x}{\partial s} \cos \theta-\frac{1}{s} \frac{\partial x}{\partial \theta} \sin \theta & \frac{\partial x}{\partial s} \sin \theta+\frac{1}{s} \frac{\partial x}{\partial \theta} \cos \theta  \tag{8}\\
\frac{\partial y}{\partial s} \cos \theta-\frac{1}{s} \frac{\partial y}{\partial \theta} \sin \theta & \frac{\partial y}{\partial s} \sin \theta+\frac{1}{s} \frac{\partial y}{\partial \theta} \cos \theta
\end{array}\right] .
$$

From an analytical point of view, (8) holds for all values of $s$ except at the pole $s=0$. From a numerical point of view, (8) holds for all values of $s$ sufficiently far from the pole, as far as the factor $1 / s$ does not become too large. Therefore, we assume that (8) holds for $s \geq \epsilon$, for a given small $\epsilon$. For $s=0$ we note that the products $\frac{1}{s} \frac{\partial x}{\partial \theta}$ and $\frac{1}{s} \frac{\partial y}{\partial \theta}$ turn out to be well-behaved. More precisely, we have

$$
\lim _{s \rightarrow 0} \frac{\partial x}{\partial \theta}=0 \quad \text { and } \quad \lim _{s \rightarrow 0} \frac{\partial y}{\partial \theta}=0,
$$



Fig. 2: Pseudo-Cartesian coordinates: the light-grey grids represent the grids in the pseudo-Cartesian coordinates ( $X, Y$ ) for the mappings 2 (left) and (3) (right), initialized with the parameters in Tables 1 and 2 respectively.
and, expanding in $s$ around the pole,

$$
\begin{aligned}
& \frac{\partial x}{\partial \theta}=s \frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta)+O\left(s^{2}\right) \\
& \frac{\partial y}{\partial \theta}=s \frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta)+O\left(s^{2}\right)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \lim _{s \rightarrow 0} \frac{1}{s} \frac{\partial x}{\partial \theta}=\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta) \\
& \lim _{s \rightarrow 0} \frac{1}{s} \frac{\partial y}{\partial \theta}=\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta)
\end{aligned}
$$

Therefore, the matrix elements of $J \mathcal{J}^{-1}$ at the pole take the values

$$
J \mathcal{J}^{-1}(0, \theta)=\left[\begin{array}{ll}
\frac{\partial x}{\partial s}(0, \theta) \cos \theta-\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta) \sin \theta & \frac{\partial x}{\partial s}(0, \theta) \sin \theta+\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta) \cos \theta \\
\frac{\partial y}{\partial s}(0, \theta) \cos \theta-\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta) \sin \theta & \frac{\partial y}{\partial s}(0, \theta) \sin \theta+\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta) \cos \theta
\end{array}\right]
$$

For the mapping (2) we get

$$
\left(J \mathcal{J}^{-1}\right)^{-1}(0, \theta)=\left[\begin{array}{cc}
\frac{1+\kappa}{1-\kappa^{2}} & 0 \\
0 & \frac{1-\kappa}{1-\kappa^{2}}
\end{array}\right]
$$

and for the mapping (3)

$$
\left(J \mathcal{J}^{-1}\right)^{-1}(0, \theta)=\left[\begin{array}{cc}
-\sqrt{1+\varepsilon^{2}} & 0 \\
0 & \frac{2-\sqrt{1+\varepsilon^{2}}}{e \xi}
\end{array}\right]
$$

To connect the two approaches in a smooth way, for $0<s<\epsilon$ we interpolate linearly the value at the pole and the value at $s=\epsilon$ :

$$
\left(J \mathcal{J}^{-1}\right)^{-1}(s, \theta)=\left(1-\frac{s}{\epsilon}\right)\left(J \mathcal{J}^{-1}\right)^{-1}(0, \theta)+\frac{s}{\epsilon}\left(J \mathcal{J}^{-1}\right)^{-1}(\epsilon, \theta) .
$$

The parameter $\epsilon$ can be chosen arbitrarily small, as far as it is consistent with the overall numerical accuracy of our scheme. For the numerical tests discussed in this work we always set $\epsilon=10^{-12}$.

### 4.1. Numerical tests

We test the advection solver for a 2D rotating advection field

$$
\begin{aligned}
& A^{x}=\omega\left(y_{c}-y\right), \\
& A^{y}=\omega\left(x-x_{c}\right),
\end{aligned}
$$

with $\omega=2 \pi$ and $\left(x_{c}, y_{c}\right)=(0.25,0.0)$. For a given time step $\Delta t$, the analytical flow field reads

$$
\begin{aligned}
& x(t+\Delta t)=x_{c}+\left(x(t)-x_{c}\right) \cos (\omega \Delta t)-\left(y(t)-y_{c}\right) \sin (\omega \Delta t), \\
& y(t+\Delta t)=y_{c}+\left(x(t)-x_{c}\right) \sin (\omega \Delta t)+\left(y(t)-y_{c}\right) \cos (\omega \Delta t) .
\end{aligned}
$$

The numerical solution is compared to the analytical one obtained from this flow field. The initial condition is set to a superposition of cosine bells with elliptical cross sections:

$$
\rho(t=0, x, y)=\frac{1}{2}\left[\mathcal{G}\left(r_{1}(x, y)\right)+\mathcal{G}\left(r_{2}(x, y)\right)\right],
$$

with $\mathcal{G}(r)$ defined by

$$
\mathcal{G}(r)= \begin{cases}\cos \left(\frac{\pi r}{2 a}\right)^{4} & r<a \\ 0 & \text { elsewhere }\end{cases}
$$

and $r_{1}(x, y)$ and $r_{2}(x, y)$ defined by

$$
\begin{aligned}
& r_{1}(x, y)=\sqrt{\left(x-x_{0}\right)^{2}+8\left(y-y_{0}\right)^{2}} \\
& r_{2}(x, y)=\sqrt{8\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}} .
\end{aligned}
$$

Standard tensor-product spline interpolation with no smoothness constraints at the pole is employed. We test the solver on the mapping (3) initialized with the parameters in Table 2 and with $a=0.3$.

A measure of the error is obtained by taking the maximum in time of the spatial $L^{2}$-norm of the numerical error, i.e. the discrepancy between the numerical solution and the analytical one at each mesh location:

$$
\begin{equation*}
\mathcal{E}=\max _{t} \sqrt{\iint \mathrm{~d} x \mathrm{~d} y\left[\rho(t, x, y)-\rho_{\mathrm{ex}}(t, x, y)\right]^{2}} . \tag{9}
\end{equation*}
$$

Tabel 3 shows the convergence of the scheme while decreasing the time step and keeping the CFL number constant using a 3rd order Runge-Kutta method for the time integration of the characteristics and cubic splines.

We note that there are no order reduction effects due to the singularity. Standard tensor-product spline interpolation with no smoothness constraints at the pole turns out to work fine in the presence of analytical advection fields, provided our choice of coordinates for the time integration of the characteristic trajectories.


Fig. 3: Numerical test of the advection solver: contour plot of the density $\rho$ at a given time.

| Time step $\Delta t$ | Mesh $N_{s} \times N_{\theta}$ | Error $\left(L^{2}\right)$ | Order | Error $\left(L^{\infty}\right)$ | Order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $64 \times 128$ | $3.20 \times 10^{-2}$ |  | $3.53 \times 10^{-1}$ |  |
| $0.1 / 2$ | $128 \times 256$ | $4.06 \times 10^{-3}$ | 2.98 | $4.34 \times 10^{-2}$ | 3.02 |
| $0.1 / 4$ | $256 \times 512$ | $5.08 \times 10^{-4}$ | 3.00 | $5.09 \times 10^{-3}$ | 3.09 |
| $0.1 / 8$ | $512 \times 1024$ | $6.37 \times 10^{-5}$ | 3.00 | $6.13 \times 10^{-4}$ | 3.05 |
| $0.1 / 16$ | $1024 \times 2048$ | $7.97 \times 10^{-6}$ | 3.00 | $7.52 \times 10^{-5}$ | 3.03 |

Table 3: Convergence of the advection solver using a 3rd order Runge-Kutta method for the integration of the characteristics and cubic splines.

## 5. Finite element Poisson solver

We now come to the 2D elliptic Poisson equation in (1)

$$
\begin{equation*}
-\Delta \phi=\rho \tag{10}
\end{equation*}
$$

As already pointed out, we are going to solve this equation with a finite element method based on $B$-splines. Following an isogeometric analysis approach, the same spline basis used to construct the discrete spline mappings will be used as a basis for our finite element method. We recall that we want the potential $\phi$ returned by our elliptic solver to be at least of class $C^{1}$ in the neighborhood of the pole, in order to then get by means of derivatives advection fields for the transport of $\rho$ which are at least continuous at the pole. This is achieved by imposing appropriate $C^{1}$ smoothness constraints on the spline basis while solving the linear system obtained from the weak form of (10]. A systematic approach to define a set of globally $C^{1}$ smooth spline basis functions on singular disk-like domains was developed in
[1] and we will now recall its basic ideas in the following ([1] actually suggested a more general procedure valid also if a higher degree of smoothness is required).

## 5.1. $C^{1}$ smooth polar basis

The idea is to impose the $C^{0}$ and $C^{1}$ requirements by imposing appropriate constraints on the degrees of freedom corresponding to $i_{1}=1,2$ for all $i_{2}$. More precisely, the basis functions corresponding to these degrees of freedom are replaced by three basis functions, properly defined as linear combinations of the existing ones. In order to guarantee the properties of partition of unity and positivity, [1] suggests to use barycentric coordinates to construct these linear combinations. Taking a triangle enclosing the pole and the first row of control points $\left(c_{2 i_{2}}^{x}, c_{2 i_{2}}^{y}\right)$, with vertices

$$
\begin{aligned}
& V_{1}=(\bar{x}+\tau, \bar{y}), \\
& V_{2}=\left(\bar{x}-\frac{\tau}{2}, \bar{y}+\frac{\sqrt{3}}{2} \tau\right), \\
& V_{3}=\left(\bar{x}-\frac{\tau}{2}, \bar{y}-\frac{\sqrt{3}}{2} \tau\right),
\end{aligned}
$$

with $\tau$ given by

$$
\tau=\max \left[\max _{i_{2}}\left(-2\left(c_{2 i_{2}}^{x}-\bar{x}\right)\right), \max _{i_{2}}\left(\left(c_{2 i_{2}}^{x}-\bar{x}\right)-\sqrt{3}\left(c_{2 i_{2}}^{y}-\bar{y}\right)\right), \max _{i_{2}}\left(\left(c_{2 i_{2}}^{x}-\bar{x}\right)+\sqrt{3}\left(c_{2 i_{2}}^{y}-\bar{y}\right)\right)\right],
$$

we denote by $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ the barycentric coordinates of any point with respect to the vertices of this triangle:

$$
\begin{aligned}
& \lambda_{1}(x, y)=\frac{1}{3}+\frac{2}{3} \frac{1}{\tau}(x-\bar{x}), \\
& \lambda_{2}(x, y)=\frac{1}{3}-\frac{1}{3} \frac{1}{\tau}(x-\bar{x})+\frac{\sqrt{3}}{3} \frac{1}{\tau}(y-\bar{y}), \\
& \lambda_{3}(x, y)=\frac{1}{3}-\frac{1}{3} \frac{1}{\tau}(x-\bar{x})-\frac{\sqrt{3}}{3} \frac{1}{\tau}(y-\bar{y}) .
\end{aligned}
$$

Then, the three new basis functions are defined as

$$
\mathcal{B}_{l}(s, \theta)=\sum_{i_{1}=1}^{2} \sum_{i_{2}=1}^{n_{2}} e_{i_{1} i_{2}}^{l} B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta}(\theta),
$$

with $l=1,2,3$, and the coefficients $e_{1 i_{2}}^{l}$ and $e_{2 i_{2}}^{l}$ given by

$$
e_{1 i_{2}}^{l}=\lambda_{l}(\bar{x}, \bar{y}), \quad e_{2 i_{2}}^{l}=\lambda_{l}\left(c_{2 i_{2}}^{x}, c_{2 i_{2}}^{y}\right) .
$$

### 5.2. Finite element solver

We now consider a more general version of Poisson's equation (10) including a finite set of point charges, denoted with the label $l$, of charges $q_{l}$ and positions ( $x_{l}, y_{l}$ ):

$$
\begin{equation*}
-\Delta \phi=\rho+\sum_{l} q_{l} \delta\left(x-x_{l}\right) \delta\left(y-y_{l}\right) . \tag{11}
\end{equation*}
$$

Moreover, we assume that $\phi$ satisfies homogeneous Dirichlet boundary conditions at the boundary of the Cartesian domain $\Omega$, namely $\phi(\partial \Omega)=0$. The weak form of (11) is

$$
\int_{\Omega} \mathrm{d} \Omega \boldsymbol{\nabla} \phi \cdot \nabla B_{j_{1} j_{2}}=\int_{\Omega} \mathrm{d} \Omega \rho B_{j_{1} j_{2}}+\sum_{l} q_{l} B_{j_{1} j_{2}}\left(s_{l}, \theta_{l}\right) \quad \forall j_{1}, j_{2},
$$

with $\left(s_{l}, \theta_{l}\right)=\boldsymbol{F}^{-1}\left(x_{l}, y_{l}\right)$. We first expand $\phi$ and $\rho$ on the basis functions $B_{i_{1} i_{2}}$ as

$$
\phi=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \phi_{i_{1} i_{2}} B_{i_{1} i_{2}}, \quad \rho=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \rho_{i_{1} i_{2}} B_{i_{1} i_{2}},
$$

obtaining

$$
\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \phi_{i_{1} i_{2}} \int_{\Omega} \mathrm{d} \Omega \nabla B_{i_{1} i_{2}} \cdot \nabla B_{j_{1} j_{2}}=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \rho_{i_{1} i_{2}} \int_{\Omega} \mathrm{d} \Omega B_{i_{1} i_{2}} B_{j_{1} j_{2}}+\sum_{l} q_{l} B_{j_{1} j_{2}}\left(s_{l}, \theta_{l}\right) \quad \forall j_{1}, j_{2} .
$$

We now introduce the stiffness and mass tensors

$$
\begin{aligned}
& S_{i_{1} i_{2} j_{1} j_{2}}=\int_{\Omega} \mathrm{d} \Omega \boldsymbol{\nabla} B_{j_{1} j_{2}} \cdot \boldsymbol{\nabla} B_{i_{1} i_{2}}, \\
& M_{i_{1} i_{2} j_{1} j_{2}}
\end{aligned}=\int_{\Omega} \mathrm{d} \Omega B_{j_{1} j_{2}} B_{i_{1} i_{2}}, ~, ~ \$
$$

and rewrite our equation as

$$
\begin{equation*}
\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} S_{j_{1} j_{2} i_{1} i_{2}} \phi_{i_{1} i_{2}}=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} M_{j_{1} j_{2} i_{1} i_{2}} \rho_{i_{1} i_{2}}+\sum_{l} q_{l} B_{j_{1} j_{2}}\left(s_{l}, \theta_{l}\right) \quad \forall j_{1}, j_{2} . \tag{12}
\end{equation*}
$$

For each finite element we introduce $1+p_{1}$ Gauss-Legendre quadrature points and weights along $s$ and $1+p_{2}$ GaussLegendre quadrature points and weights along $\theta$ :

$$
\begin{align*}
& \left(s_{1}, w_{1}^{s}\right), \ldots,\left(s_{1+p_{1}}, w_{1+p_{1}}^{s}\right), \\
& \left(\theta_{1}, w_{1}^{\theta}\right), \ldots,\left(\theta_{1+p_{2}}, w_{1+p_{2}}^{\theta}\right), \tag{13}
\end{align*}
$$

and perform the integrations above on each finite element (superscript $e$ ) in the logical domain as

$$
\begin{aligned}
& S_{i_{1} i_{2} j_{1} j_{2}}^{e}=\sum_{q_{1}=1}^{1+p_{1}} \sum_{q_{2}=1}^{1+p_{2}} \sqrt{\operatorname{det} G\left(s_{q_{1}}, \theta_{q_{2}}\right)} w_{q_{1}}^{s} w_{q_{2}}^{\theta}\binom{\frac{\partial}{\partial s} B_{j_{1} j_{2}}\left(s_{q_{1}}, \theta_{q_{2}}\right)}{\frac{\partial}{\partial \theta} B_{j_{1} j_{2}}\left(s_{q_{1}}, \theta_{q_{2}}\right)}^{T} G^{-1}\left(s_{q_{1}}, \theta_{q_{2}}\right)\binom{\frac{\partial}{\partial s} B_{i_{1} i_{2}}\left(s_{q_{1}}, \theta_{q_{2}}\right)}{\frac{\partial}{\partial \theta} B_{i_{1} i_{2}}\left(s_{q_{1}}, \theta_{q_{2}}\right)}, \\
& M_{i_{1} i_{2} j_{1} j_{2}}^{e}=\sum_{q_{1}=1}^{1+p_{1}} \sum_{q_{2}=1}^{1+p_{2}} \sqrt{\operatorname{det} G\left(s_{q_{1}}, \theta_{q_{2}}\right)} w_{q_{1}}^{s} w_{q_{2}}^{\theta} B_{j_{1} j_{2}}\left(s_{q_{1},}, \theta_{q_{2}}\right) B_{i_{11} i_{2}}\left(s_{q_{1}}, \theta_{q_{2}}\right),
\end{aligned}
$$

where $G$ is the metric matrix. Equation (12) can then be written in matrix form by using a multi-index notation. More precisely, defining the multi-indices $I=\left(i_{1}, i_{2}\right)$ and $J=\left(j_{1}, j_{2}\right)$ we write (12) as

$$
\sum_{I} S_{J I} \phi_{I}=\sum_{I} M_{J I} \rho_{I}+\sum_{l} q_{l} B_{J}\left(s_{l}, \theta_{l}\right) \quad \forall J,
$$

or in the more compact matrix form

$$
\begin{equation*}
\mathcal{S} \cdot \boldsymbol{\phi}=\mathcal{M} \cdot \boldsymbol{\rho}+\sum_{l} q_{l} \boldsymbol{b}\left(s_{l}, \theta_{l}\right), \tag{14}
\end{equation*}
$$

where we introduced the matrices $\mathcal{S}$ and $\mathcal{M}$ with elements $S_{J I}$ and $M_{J I}$, respectively, the vectors $\boldsymbol{\phi}, \boldsymbol{\rho}$ and $\boldsymbol{b}\left(s_{l}, \theta_{l}\right)$ with elements $\phi_{I}, \rho_{I}$ and $B_{J}\left(s_{l}, \theta_{l}\right)$, respectively, and the $\cdot$ product denoting the usual matrix-vector multiplication.

The $C^{1}$ smoothness constraint is imposed by projecting the matrices and vectors in (14) onto the sub-space of $C^{1}$ smooth polar splines by applying

$$
\mathcal{P}=\left(\begin{array}{ll}
L & 0 \\
0 & I
\end{array}\right),
$$

where $L$ contains the barycentric coordinates of the control points. More precisely, the stiffness and mass matrices $\mathcal{S}$ and $\mathcal{M}$ are projected to $\mathcal{S}^{*}=\mathcal{P}^{T} \mathcal{S} \mathcal{P}$ and $\mathcal{M}^{*}=\mathcal{P}^{T} \mathcal{M} \mathcal{P}$, respectively, and the vectors $\boldsymbol{\phi}, \boldsymbol{\rho}$ and $\boldsymbol{b}\left(s_{l}, \theta_{l}\right)$ are projected to $\boldsymbol{\phi}^{*}=\mathcal{P}^{T} \boldsymbol{\phi}, \boldsymbol{\rho}^{*}=\mathcal{P}^{T} \boldsymbol{\rho}$ and $\boldsymbol{b}^{*}\left(s_{l}, \theta_{l}\right)=\mathcal{P}^{T} \boldsymbol{b}\left(s_{l}, \theta_{l}\right)$, respectively. Therefore, 14) reads

$$
\begin{equation*}
\mathcal{S}^{*} \cdot \boldsymbol{\phi}^{*}=\mathcal{M}^{*} \cdot \boldsymbol{\rho}^{*}+\sum_{l} q_{l} \boldsymbol{b}^{*}\left(s_{l}, \theta_{l}\right) \tag{15}
\end{equation*}
$$

The linear system (15) is then solved with an iterative conjugate gradient method [25, 26] and the resulting solution is projected back onto the tensor-product space. More details about the implementation of the solver are discussed in

## Appendix A

### 5.3. Numerical tests

We first test the Poisson solver on a circular mapping looking for a solution $\phi_{\mathrm{ex}}$ of the form

$$
\phi_{\mathrm{ex}}(x, y)=\left(1-x^{2}-y^{2}\right) \cos (2 \pi x) \sin (2 \pi y),
$$

which satisfies homogeneous Dirichlet boundary conditions at $s=\sqrt{x^{2}+y^{2}}=1$ and corresponds to a density $\rho$ of the form

$$
\rho(x, y)=4\left[2 \pi^{2}\left(1-x^{2}-y^{2}\right)+1\right] \cos (2 \pi x) \sin (2 \pi y)-8 \pi[x \sin (2 \pi x) \sin (2 \pi y)-y \cos (2 \pi x) \cos (2 \pi y)] .
$$

A measure of the error is obtained by computing the spatial $L^{2}$-norm of the numerical error, i.e. the discrepancy between the numerical solution $\phi(x, y)$ and the exact one $\phi_{\mathrm{ex}}(x, y)$ at each mesh location:

$$
\mathcal{E}=\sqrt{\iint \mathrm{d} x \mathrm{~d} y\left[\phi(x, y)-\phi_{\mathrm{ex}}(x, y)\right]^{2}}
$$

Table 4 shows the convergence of the solver while increasing the mesh size using cubic splines.


Fig. 4: Numerical test of the Poisson solver on a circular mapping: solution (left) and numerical error (right).

| Mesh $N_{s} \times N_{\theta}$ | Error $\left(L^{2}\right)$ | Order | Error $\left(L^{\infty}\right)$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| $32 \times 64$ | $7.78 \times 10^{-6}$ |  | $1.24 \times 10^{-5}$ |  |
| $64 \times 128$ | $3.91 \times 10^{-7}$ | 4.31 | $5.95 \times 10^{-7}$ | 4.38 |
| $128 \times 256$ | $2.22 \times 10^{-8}$ | 4.14 | $3.36 \times 10^{-8}$ | 4.15 |
| $256 \times 512$ | $1.33 \times 10^{-9}$ | 4.06 | $2.00 \times 10^{-9}$ | 4.07 |
| $512 \times 1024$ | $8.12 \times 10^{-11}$ | 4.03 | $1.22 \times 10^{-10}$ | 4.04 |

Table 4: Convergence of the Poisson solver on a circular mapping using cubic splines.


Fig. 5: Numerical test of the Poisson solver on the mapping 2) initialized with the parameters in Table 1 solution (left) and numerical error (right).

We then test the solver on the mapping (2) looking for a separable solution $\phi_{\mathrm{ex}}$ of the form

$$
\phi_{\mathrm{ex}}(s, \theta)=s^{2}\left(1-s^{2}\right) \cos (\theta),
$$

which satisfies homogeneous Dirichlet boundary conditions at $s=1$. Table 5 shows again the convergence of the solver while increasing the mesh size using cubic splines.

### 5.4. Evaluation of the electric field

The advection fields for the transport of $\rho$ are obtained from the potential $\phi$ by means of derivatives. This section suggests a strategy to evaluate the gradient of $\phi$ while taking into account the singularity at the pole. We first denote by $\widehat{\phi}=\phi \circ \boldsymbol{F}$ the composition of $\phi$ with the mapping (i.e. $\widehat{\phi}$ must be evaluated in the logical domain) and $\widehat{\phi}_{i_{1} i_{2}}$ the coefficients of its spline representation:

$$
\widehat{\phi}(s, \theta)=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{\phi}_{i_{1} i_{2}} B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta}(\theta) .
$$

| Mesh $N_{s} \times N_{\theta}$ | Error $\left(L^{2}\right)$ | Order | Error $\left(L^{\infty}\right)$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| $32 \times 64$ | $8.17 \times 10^{-7}$ |  | $2.18 \times 10^{-6}$ |  |
| $64 \times 128$ | $4.71 \times 10^{-8}$ | 4.12 | $1.25 \times 10^{-7}$ | 4.12 |
| $128 \times 256$ | $2.85 \times 10^{-9}$ | 4.05 | $7.55 \times 10^{-9}$ | 4.05 |
| $256 \times 512$ | $1.75 \times 10^{-10}$ | 4.03 | $4.65 \times 10^{-10}$ | 4.02 |
| $512 \times 1024$ | $1.09 \times 10^{-11}$ | 4.01 | $2.88 \times 10^{-11}$ | 4.01 |

Table 5: Convergence of the Poisson solver on the mapping (2) initialized with the parameters in Table 1 using cubic splines.

The components of its gradient in the logical domain $\widehat{\nabla} \widehat{\phi}=\left(\frac{\partial \widehat{\phi}}{\partial s}, \frac{\partial \widehat{\phi}}{\partial \theta}\right)^{T}$ are given by

$$
\begin{aligned}
& \frac{\partial \widehat{\phi}}{\partial s}(s, \theta)=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{\phi}_{i_{1} i_{2}} B_{i_{1}}^{s \prime}(s) B_{i_{2}}^{\theta}(\theta), \\
& \frac{\partial \widehat{\phi}}{\partial \theta}(s, \theta)=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{\phi}_{i_{1} i_{2}} B_{i_{1}}^{s}(s) B_{i_{2}}^{\theta \prime}(\theta)
\end{aligned}
$$

Their value at the pole $s=0$ is

$$
\begin{aligned}
\frac{\partial \widehat{\phi}}{\partial s}(0, \theta) & =\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{\phi}_{i_{1} i_{2}} B_{i_{1}}^{s \prime}(0) B_{i_{2}}^{\theta}(\theta)=B_{1}^{s \prime}(0) \sum_{i_{2}=1}^{n_{2}}\left(\widehat{\phi}_{1 i_{2}}-\widehat{\phi}_{2 i_{2}}\right) B_{i_{2}}^{\theta}(\theta) \\
\frac{\partial \widehat{\phi}}{\partial \theta}(0, \theta) & =\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{\phi}_{i_{1} i_{2}} B_{i_{1}}^{s}(0) B_{i_{2}}^{\theta \prime}(\theta)
\end{aligned}
$$

The physical Cartesian components of the gradient are then obtained from the ones in logical coordinates through the inverse of the Jacobian matrix:

$$
\begin{equation*}
\boldsymbol{\nabla} \phi(s, \theta)=\left(J^{-1}\right)^{T}(s, \theta) \widehat{\boldsymbol{\nabla} \phi}(s, \theta) \tag{16}
\end{equation*}
$$

From an analytical point of view, holds for all values of $s$ except at the pole $s=0$, where the inverse Jacobian is not defined. From a numerical point of view, holds for all values of $s$ sufficiently far from the pole, as far as the inverse Jacobian does not become too large. Therefore, we assume that 16 holds for $s \geq \epsilon$, for a given small $\epsilon$. For $s=0$ all the information is contained in the partial derivative of $\widehat{\phi}$ with respect to $s$, while the partial derivative with respect to $\theta$ goes to zero. The partial derivative with respect to $s$ takes a different value for each value of $\theta$. Recalling that a partial derivative has the geometrical meaning of a directional derivative along a tangent-basis vector, and given that $\phi$ is of class $C^{1}$, the idea is to combine two given values corresponding to two different values of $\theta$ and extract from them the physical Cartesian components of the gradient at the pole. The two chosen values of $\theta$ must correspond to linearly independent directions, so that from

$$
\begin{aligned}
& \frac{\partial \widehat{\phi}}{\partial s}\left(0, \theta_{1}\right)=\boldsymbol{\nabla} \phi \cdot \boldsymbol{e}_{s}=(\boldsymbol{\nabla} \phi)_{x} \frac{\partial x}{\partial s}\left(0, \theta_{1}\right)+(\boldsymbol{\nabla} \phi)_{y} \frac{\partial y}{\partial s}\left(0, \theta_{1}\right), \\
& \frac{\partial \widehat{\phi}}{\partial s}\left(0, \theta_{2}\right)=\boldsymbol{\nabla} \phi \cdot \boldsymbol{e}_{s}=(\boldsymbol{\nabla} \phi)_{x} \frac{\partial x}{\partial s}\left(0, \theta_{2}\right)+(\boldsymbol{\nabla} \phi)_{y} \frac{\partial y}{\partial s}\left(0, \theta_{2}\right),
\end{aligned}
$$

the two components $(\boldsymbol{\nabla} \phi)_{x}$ and $(\boldsymbol{\nabla} \phi)_{y}$ can be obtained. Each possible couple of linearly indepentent values of $\theta$ should produce the same result. To connect the two approaches in a smooth way, for $0<s<\epsilon$ we interpolate linearly the value at the pole and the value at $s=\epsilon$ :

$$
\boldsymbol{\nabla} \phi(s, \theta)=\left(1-\frac{s}{\epsilon}\right) \boldsymbol{\nabla} \phi(0, \theta)+\frac{s}{\epsilon} \boldsymbol{\nabla} \phi(\epsilon, \theta) .
$$

The parameter $\epsilon$ can be chosen arbitrarily small, as far as it is consistent with the overall numerical accuracy of our scheme. For the numerical tests discussed in this work we always set $\epsilon=10^{-12}$.

## 6. Self-consistent test case: guiding-center model

We now address the solution of the 2D guiding-center model

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}-E^{y} \frac{\partial \rho}{\partial x}+E^{x} \frac{\partial \rho}{\partial y}=0  \tag{17}\\
-\Delta \phi=\rho
\end{array}\right.
$$

which couples the hyperbolic transport equation and Poisson's equation in a self-consistent model. Physical quantities conserved by the model are the total mass and energy

$$
\begin{align*}
& \mathcal{M}(t)=\int \mathrm{d} x \mathrm{~d} y \rho(t, x, y), \\
& \mathcal{W}(t)=\int \mathrm{d} x \mathrm{~d} y|\boldsymbol{E}(t, x, y)|^{2} . \tag{18}
\end{align*}
$$

These integrals are computed using the Gauss-Legendre quadrature points 13) on each finite element (superscript $e$ ) as for the assembly of the stiffness and mass matrices in the finite element solution of Poisson's equation:

$$
\begin{align*}
& \mathcal{M}^{e}(t)=\sum_{q_{1}=1}^{1+p_{1}} \sum_{q_{2}=1}^{1+p_{2}} \sqrt{\operatorname{det} G\left(s_{q_{1}}, \theta_{q_{2}}\right)} w_{q_{1}}^{s} w_{q_{2}}^{\theta} \rho\left(t, s_{q_{1}}, \theta_{q_{2}}\right), \\
& \mathcal{W}^{e}(t)=\sum_{q_{1}=1}^{1+p_{1}} \sum_{q_{2}=1}^{1+p_{2}} \sqrt{\operatorname{det} G\left(s_{q_{1}}, \theta_{q_{2}}\right)} w_{q_{1}}^{s} w_{q_{2}}^{\theta} \mid \boldsymbol{E}\left(t, s_{q_{1}},\left.\theta_{q_{2}}\right|^{2} .\right. \tag{19}
\end{align*}
$$

We denote the relative errors for the conservation of the invariants in 18) as $\mathcal{E}_{\mathcal{M}}$ and $\mathcal{E}_{\mathcal{W}}$, respectively:

$$
\begin{align*}
& \mathcal{E}_{\mathcal{M}}(t)=\frac{\mathcal{M}(0)-\mathcal{M}(t)}{\mathcal{M}(0)},  \tag{20}\\
& \mathcal{E}_{\mathcal{W}}(t)=\frac{\mathcal{E}(0)-\mathcal{E}(t)}{\mathcal{E}(0)} .
\end{align*}
$$

Before describing the actual numerical tests we performed on this model, it is necessary to briefly discuss our timeadvancing strategy and how we deal with the problem of defining an equilibrium density on complex mappings while initializing our simulations.

### 6.1. Time integration

The time integrator we decided to use is the second order explicit integrator described in [27]. The strategy is based on a predictor-corrector procedure, where high order temporal accuracy is built up from lower order predictions.

Considering the backward tracing of the characteristic trajectories for the density distribution $\rho$, denoting by $\boldsymbol{X}$ the 2D grid coordinates and by $\boldsymbol{A}$ the 2D advection fields, a first order prediction is given by

$$
\boldsymbol{X}^{(1)}=\boldsymbol{X}-\boldsymbol{A}(\boldsymbol{X}) \Delta t,
$$

where $\Delta t$ is the chosen time step. From $X^{(1)}$ an intermediate density $\rho^{(1)}$ can be computed by means of interpolation and intermediate advection fields $\boldsymbol{A}^{(1)}$ can be computed from $\rho^{(1)}$ by solving Poisson's equation. Given the first order prediction, a second order accurate scheme is given by

$$
\boldsymbol{X}^{(2)}=\boldsymbol{X}-\frac{1}{2}\left[\boldsymbol{A}\left(\boldsymbol{X}^{(1)}\right)+\boldsymbol{A}^{(1)}(\boldsymbol{X})\right] \Delta t .
$$

In the presence of point charges (or point-like vortices), this second order scheme reduces to Heun's method (also known as "explicit trapezoidal rule"):

$$
\begin{aligned}
& \boldsymbol{X}^{(1)}=\boldsymbol{X}+\boldsymbol{A}(\boldsymbol{X}) \Delta t, \\
& \boldsymbol{X}^{(2)}=\boldsymbol{X}+\frac{1}{2}\left[\boldsymbol{A}(\boldsymbol{X})+\boldsymbol{A}^{(1)}\left(\boldsymbol{X}^{(1)}\right)\right] \Delta t .
\end{aligned}
$$

The time step should be small enough to resolve the background phase-space flow field and its variation in time.

### 6.2. Numerical equilibria

As already pointed out, defining an equilibrium density $\rho$ and a corresponding equilibrium potential $\phi$ for the system (17) becomes non-trivial on complex mappings. In the case of circular mappings, any axisymmetric density function $\rho(s, \theta)=\bar{\rho}(s)$, independent of the angle variable $\theta$, turns out to be an equilibrium for the transport equation in (17]. For more complex mappings we follow a numerical procedure suggested by [28] and references therein to compute an equilibrium couple $(\rho, \phi)$. The equilibrium is determined by the eigenvalue problem of finding $(\phi, \sigma) \in$ $H^{1} \times \mathbb{R}$ such that $-\Delta \phi=\sigma f(\phi)$, with given $f$ such that $f^{\prime}(\phi) \neq 0$ in some limited domain $\Omega$, with boundary conditions such that the Poisson equation $-\Delta \phi=\rho$, with a fixed source $\rho$, is well-posed (we consider here only homogeneous Dirichlet boundary conditions $\phi(\partial \Omega)=0$ ). Given initial data ( $\phi_{0}, \sigma_{0}$ ) we solve for $i \geq 1$

$$
\begin{align*}
\rho_{i} & =\sigma_{i-1} f\left(\phi_{i-1}\right), \\
\phi_{i}^{*} & =-\Delta^{-1} \rho_{i}, \\
\phi_{i} & =c \phi_{i}^{*},  \tag{21}\\
\sigma_{i} & =c \sigma_{i-1},
\end{align*}
$$

iterating over $i$. The normalization parameter $c$ can be set by choosing either a maximum value $\bar{\phi}$ for $\phi$ or a maximum value $\bar{\rho}$ for $\rho$. In the first case $c$ reads $c=\bar{\phi} /\left\|\phi_{i}^{*}\right\|_{\infty}$, while in the second case it turns out to satisfy the equation $c f\left(c\left\|\phi_{i}^{*}\right\|_{\infty}\right)=\bar{\rho} / \sigma_{i-1}$. The eigenvalue problem does not have a unique solution, but the algorithm is supposed to converge to the ground state, i.e. the eigenstate with minimum eigenvalue. Figure 6 illustrates for example the equilibrium obtained in this way for $f(\phi)=\phi^{2}$ with $\bar{\rho}=1$ on a circular mapping and on the mapping (3) initialized with the parameters in Table 2 .



Fig. 6: Numerical equilibrium density $\rho$ obtained with $f(\phi)=\phi^{2}$ and $\bar{\rho}=1$ on a circular mapping (left) and on the mapping 3) (right) initialized with the parameters in Table 2

### 6.3. Numerical test: diocotron instability

As a first test we investigate the evolution of the diocotron instability in circular geometry. From a physical point of view, this corresponds to studying a non-neutral plasma in cylindrical geometry, where the plasma particles are confined radially by a uniform axial magnetic field with a cylindrical conducting wall located at the outer boundary. Following [4], we consider an initial density profile $\rho(t=0, r, \theta)$ corresponding to an annular layer, namely

$$
\rho(t=0, r, \theta)=\left\{\begin{array}{ll}
1+\epsilon \cos (m \theta) & r^{-} \leq r \leq r^{+}  \tag{22}\\
0 & \text { elsewhere }
\end{array},\right.
$$

where we denote the logical coordinate $s$ by $r$, as it corresponds precisely to a standard radial coordinate. A uniform equilibrium density is perturbed with a radial-independent perturbation with azimuthal mode number $m$ and amplitude $\epsilon$. Following the linear dispersion analysis in [4], we obtain the dispersion relation for the complex eigenfrequency $\omega$

$$
\begin{equation*}
\left(\frac{\omega}{\omega_{D}}\right)^{2}-b_{m} \frac{\omega}{\omega_{D}}+c_{m}=0 \tag{23}
\end{equation*}
$$

where $\omega_{D}$ is the diocotron frequency ( $\omega_{D}=1 / 2$ in our units), and $b_{m}$ and $c_{m}$ are given by

$$
\begin{aligned}
& b_{m}=m\left[1-\left(\frac{r^{-}}{r^{+}}\right)^{2}\right]+\left(r^{+}\right)^{2 m}-\left(r^{-}\right)^{2 m}, \\
& c_{m}=m\left[1-\left(\frac{r^{-}}{r^{+}}\right)^{2}\right]\left[1-\left(r^{-}\right)^{2 m}\right]-\left[1-\left(\frac{r^{-}}{r^{+}}\right)^{2 m}\right]\left[1-\left(r^{+}\right)^{2 m}\right] .
\end{aligned}
$$

If $4 c_{m}>b_{m}^{2}$, then the oscillation frequencies resulting from form complex conjugate pairs. The solution with $\operatorname{Im} \omega>0$ corresponds to the diocotron instability and describes how rapidly the fluctuating potential grows, as we write the full electric potential as the sum of an equilibrium time-indepedent potential $\phi_{0}(r)$ and a fluctuating component $\delta \phi(t, r, \theta)$ :

$$
\phi(t, r, \theta)=\phi_{0}(r)+\delta \phi(t, r, \theta) e^{i(m \theta-\omega t)} .
$$

The quantity of interest in this regard is the $L^{2}$-norm of the fluctuating potential

$$
\left\|\phi(t, r, \theta)-\phi_{0}(r)\right\|_{L^{2}}=\sqrt{\int \mathrm{d} x \mathrm{~d} y\left[\phi(t, r, \theta)-\phi_{0}(r)\right]^{2}}
$$

where the integration is again performed on the Gauss-Legendre quadrature points (13). In order to represent the initial density profile in the space of tensor-product splines we modify $(22)$ by a radial smoothing to avoid discontinuities:

$$
\rho(t=0, r, \theta)=\left\{\begin{array}{ll}
{[1+\epsilon \cos (m \theta)] \exp \left[-\left(\frac{r-\bar{r}}{d}\right)^{p}\right]} & r^{-} \leq r \leq r^{+}  \tag{24}\\
0 & \text { elsewhere }
\end{array},\right.
$$

with $\bar{r}:=\left(r^{+}+r^{-}\right) / 2$ and $d=\left(r^{+}-r^{-}\right) / 2$. If the smoothing layer is small enough, we can still rely on the analytical result obtained for the dispersion relation in the case of the sharp annular layer 22. The numerical results have been verified against the analytical dispersion relation for a perturbation with azimuthal mode number $m=9$ and amplitude $\epsilon=10^{-4}$. The numerical growth rate is in good agreement with the analytical one, $\operatorname{Im} \omega=0.17963095941144$, for $20 \lesssim t \lesssim 50$. This time interval corresponds to the linear growth phase. At time $t \approx 50$, the system enters its nonlinear phase. The simulation is run with $N_{r} \times N_{\theta}=128 \times 256$ and $\Delta t=0.002$. Additional parameters defining the initial condition (24) have been set to $r^{-}=0.45, r^{+}=0.50$ and $p=50$. Numerical results are illustrated in Figures 7 and 8. For the conservation of mass and energy we get

$$
\max _{t \in[0,70]}\left|\mathcal{E}_{\mathcal{M}}(t)\right| \approx 1.6 \times 10^{-4}, \quad \max _{t \in[0,70]}\left|\mathcal{E}_{\mathcal{W}}(t)\right| \approx 2.1 \times 10^{-4}
$$

The time evolution of the relative errors on these conserved quantities is shown in Figure 9

### 6.4. Numerical test: vortex merger

In the context of incompressible inviscid 2D Euler fluids, we can observe the merger of two macroscopic vortices by setting up initial conditions qualitatively similar to those described in [5]. We consider an equilibrium obtained with the numerical procedure (21) with $f(\phi)=\phi$ with $\bar{\phi}=1$ and add on top of that Gaussian perturbations of the form

$$
\delta \rho=\epsilon \exp \left[-\frac{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}{2 \sigma^{2}}\right],
$$

with amplitude $\epsilon=10^{-4}$, width $\sigma=0.08$ and centered in $\left(x_{0}, y_{0}\right)=(0.08,-0.14)$ and $\left(x_{0}, y_{0}\right)=(-0.08,0.14)$, respectively. The initial perturbation and its evolution in time are shown in Figure 10 The simulation is run with $N_{r} \times N_{\theta}=128 \times 256$ and time step $\Delta t=0.001$. For the conservation of mass and energy we get

$$
\max _{t \in[0,10]}\left|\mathcal{E}_{\mathcal{M}}(t)\right| \approx 1.1 \times 10^{-7}, \quad \max _{t \in[0,10]}\left|\mathcal{E}_{\mathcal{W}}(t)\right| \approx 1.3 \times 10^{-7}
$$

The time evolution of the relative errors on these conserved quantities is shown in Figure 11

### 6.5. Numerical test: point-like vortex dynamics

We also investigate the dynamics of point-like vortices (or point charges) on a non-uniform equilibrium, following the discussion in [11]. Our aim is to show that the numerical approaches suggested in this work can be applied straightforwardly in the context of particle-in-cell methods. The examples discussed here can be considered as limit


Fig. 7: Numerical simulation of the diocotron instability. From left to right, from top to bottom: $L^{2}$-norm of the electric potential, contour plots of density $\rho$, electric potential $\phi$ and electric field magnitude $|\boldsymbol{E}|$ at initial time $t=0$.
cases of usual particle-in-cell simulations, as we will include only one single point-like vortex (or point charge) in the system. Since our strategy turns out to work well for this extreme scenario, we do not expect issues to appear when dealing with the usual case of large numbers of particles. For a circular mapping, we consider an equilibrium density of the form

$$
\rho(r)=\left\{\begin{array}{ll}
1-1.25 r & r \leq 0.8 \\
0 & r>0.8
\end{array} .\right.
$$

Figure 12 shows the local stream lines of the advection field near positive and negative point-like vortices at the initial time in a rotating frame where the point-like vortices are initially at rest. This is obtained in practice by rotating given coordinates $(x, y)$ at time $t$ as

$$
\begin{aligned}
& x^{\prime}=x \cos (-\omega t)-y \sin (-\omega t), \\
& y^{\prime}=x \sin (-\omega t)+y \cos (-\omega t),
\end{aligned}
$$

where $\omega=0.3332$ represents the angular velocity of the background. Figure 13 show results for point-like vortices of intensity $q= \pm 0.0025$ at the initial position $r=0.4$ and $\theta=0$, again viewed in a rotating frame (time is here normalized as $T=0.1668 t$ ). As explained in [11], positive point-like vortices (clumps) drift transverse to the shear


Fig. 8: Numerical simulation of the diocotron instability. From left to right, from top to bottom: $L^{2}$-norm of the electric potential, contour plots of density $\rho$, electric potential $\phi$ and electric field magnitude $|\boldsymbol{E}|$ at time $t=50$ (end of the linear phase).



Fig. 9: Numerical simulation of the diocotron instability: time evolution of the relative errors on the total mass (left) and energy (right).
flow, up the background vorticity gradient, while negative point-like vortices (holes) drift down the gradient. Figure 14 shows the time evolution of the vortices' radial position. The simulation is run with $N_{r} \times N_{\theta}=256 \times 512$ and time step $\Delta t=0.005$. The time step is chosen small enough to resolve the oscillations due to the self-force experienced by the point-like vortices. Special techniques may be used to reduce self-force effects on non-uniform meshes (or even unstructured meshes) [29], but they will not be considered in this work. Our numerical results are in agreement, both


Fig. 10: Vortex merger on a circular mapping: contour plot of the vorticity at different times (numerical equilibrium has been subtracted).


Fig. 11: Vortex merger on a circular mapping: time evolution of the relative errors on the total mass (left) and energy (right).
qualitatively and quantitatively, with the ones discussed in [11]. For the conservation of mass and energy we get

$$
\max _{T \in[0,5.838]}\left|\mathcal{E}_{\mathcal{M}}(T)\right| \approx 6.9 \times 10^{-6}, \max _{T \in[0,5.838]}\left|\mathcal{E}_{W}(T)\right| \approx 8.4 \times 10^{-3}
$$

for the positive point-like vortex and

$$
\max _{T \in[0,5.838]}\left|\mathcal{E}_{\mathcal{M}}(T)\right| \approx 6.9 \times 10^{-6}, \max _{T \in[0,5.838]}\left|\mathcal{E}_{\mathcal{W}}(T)\right| \approx 7.3 \times 10^{-3}
$$

for the negative point-like vortex. The time evolution of the relative errors on these conserved quantities is shown in Figure 15] Similar simulations on the mapping (3), initialized with an equilibrium obtained with the numerical


Fig. 12: Local stream lines of the advection field near positive (clump) and negative (hole) point-like vortices in a rotating frame.


Fig. 13: Dynamics of positive (top) and negative (bottom) point-like vortices on a circular mapping: contour plot of the density at different times in a rotating frame.


Fig. 14: Time evolution of the radial position of positive (clump) and negative (hole) point-like vortices.


Fig. 15: Dynamics of positive (top) and negative (bottom) point-like vortices on a circular mapping: time evolution of the relative errors on the total mass (left) and energy (right).
procedure (21) with $f(\phi)=\phi^{2}$ and $\bar{\rho}=1$, show the same qualitative behavior for clumps and holes (Figure 16. The final time $t=35$ corresponds to the normalized time $T=5.838$ considered before. For the conservation of mass and energy we get

$$
\max _{t \in[0,35]}\left|\mathcal{E}_{\mathcal{M}}(t)\right| \approx 1.6 \times 10^{-5}, \quad \max _{t \in[0,35]}\left|\mathcal{E}_{\mathcal{W}}(t)\right| \approx 6.9 \times 10^{-3}
$$

for the positive point-like vortex and

$$
\max _{t \in[0,35]}\left|\mathcal{E}_{\mathcal{M}}(t)\right| \approx 3.6 \times 10^{-6}, \quad \max _{t \in[0,35]}\left|\mathcal{E}_{\mathcal{W}}(t)\right| \approx 5.7 \times 10^{-3}
$$

for the negative point-like vortex. The time evolution of the relative errors on these conserved quantities is shown in Figure 17

## 7. Conclusions and outlook

A comprehensive strategy for solving systems of coupled hyperbolic and elliptic partial differential equations as the 2D example (1) on mapped disk-like domains with a singularity at a unique pole, where one edge of the


Fig. 16: Dynamics of positive (top) and negative (bottom) point-like vortices on the mapping 3 initialized with the parameters in Table 2 contour plot of the density at different times.


Fig. 17: Dynamics of positive (top) and negative (bottom) point-like vortices on the mapping 3 initialized with the parameters in Table 2 time evolution of the relative errors on the total mass (left) and energy (right).
rectangular logical domain is collapsed into one point of the physical domain, has been presented. A new set of coordinates, named pseudo-Cartesian coordinates, has been suggested for the time integration of the characteristics of
the hyperbolic equation of the system. Such coordinates turn out to be well-defined everywhere in the computational domain, including the pole, and provide a straightforward and relatively simple solution for dealing with singularities while solving advection problems. They reduce to standard Cartesian coordinates in the case of a circular mapping. Moreover, a finite element Poisson solver based on the recently developed arbitrarily smooth polar splines [1] has been implemented and tested. In the present work only $C^{1}$ smoothness was imposed at the pole, but a higher degree of smoothness, consistent with the spline degree, may be considered as well, if needed. Several test cases in the simplest case of a circular domain and in more complex geometries have been carried out; the numerical methods presented here show overall high-order convergence in the space discretization parameters, uniformly across the computational domain, including the pole. Moreover, the techniques discussed can be easily used in the context of particle-in-cell methods and are not necessarily restricted to semi-Lagrangian schemes, which were here discussed in more details. The range of physical problems that can be approached following the ideas presented in this work includes VlasovPoisson fully kinetic models as well as drift-kinetic and gyrokinetic models for magnetized plasmas, and turbulence models for incompressible inviscid Euler fluids in the context of fluid dynamics.
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## Appendix A. Finite element Poisson solver: implementation

The code implementation is described using Fortran notation for multi-dimensional arrays, namely lower and upper bounds for a given index can be set arbitrarily (default lower bound, if not specified, is 1 ). As already pointed out, the linear system resulting from the finite element discretization of Poisson's equation is solved with an iterative conjugate gradient method. Therefore, we are only interested in discussing how we perform matrix-vector multiplications when storing matrices and vectors with the data structure discussed in the following. The stiffness and mass matrices $A$ and $M$ are stored in the stencil format

$$
\begin{aligned}
& A\left(-p_{1}: p_{1},-p_{2}: p_{2}, 1: n_{1}, 1: n_{2}\right), \\
& M\left(-p_{1}: p_{1},-p_{2}: p_{2}, 1: n_{1}, 1: n_{2}\right) .
\end{aligned}
$$

The arrays of coefficients $u$ and $f$ are stored in the stencil format

$$
\begin{aligned}
& u\left(1-p_{1}: n_{1}+p_{1}, 1-p_{2}: n_{2}+p_{2}\right) \\
& f\left(1-p_{1}: n_{1}+p_{1}, 1-p_{2}: n_{2}+p_{2}\right)
\end{aligned}
$$

For given indices $i_{1}, i_{2}, k_{1}$ and $k_{2}$ we define

$$
\begin{array}{ll}
j_{1}^{*}=\left(i_{1}+k_{1}-1\right) & \bmod \left(n_{1}\right)+1, \\
j_{2}^{*}=\left(i_{2}+k_{2}-1\right) & \bmod \left(n_{2}\right)+1 .
\end{array}
$$

The matrix-vector multiplication is implemented as follows. Given two stencil vectors $x$ and $y$ and a stencil matrix $S$, we have

$$
y\left(i_{1}, i_{2}\right)=\sum_{k_{1}=-p_{1}}^{p_{1}} \sum_{k_{2}=-p_{2}}^{p_{2}} S\left(k_{1}, k_{2}, i_{1}, i_{2}\right) x\left(j_{1}^{*}, j_{2}^{*}\right),
$$

with $i_{1}=1, \ldots, n_{1}, i_{2}=1, \ldots, n_{2}$. The buffer values are then filled as

$$
\begin{array}{ll}
y\left(1-p_{1}: 0,:\right)=y\left(1-p_{1}+n_{1}: n_{1},:\right), & y\left(n_{1}+1: n_{1}+p_{1},:\right)=y\left(1: p_{1},:\right), \\
y\left(:, 1-p_{2}: 0\right)=y\left(:, 1-p_{2}+n_{2}: n_{2}\right), & y\left(:, n_{2}+1: n_{2}+p_{2}\right)=y\left(:, 1: p_{2}\right) .
\end{array}
$$

The $C^{1}$ projections of the stiffness and mass matrices are stored as block operators composed by the following four blocks:

$$
\left(\begin{array}{cc}
B_{d d}(1: 3,1: 3) & B_{s d}\left(1: 3,1: p_{1}, 1: n_{2}\right) \\
B_{d s}\left(1: p_{1}, 1: n_{2}, 1: 3\right) & B_{s s}\left(-p_{1}: p_{1},-p_{2}: p_{2}, 1: n_{1}-2,1: n_{2}\right)
\end{array}\right) .
$$

The matrix-vector multiplication for the off-diagonal blocks $B_{s d}$ and $B_{d s}$ is implemented as follows. Given a stencil vector $x$ and a dense vector $y$, we have

$$
y(i)=\sum_{j_{1}=1}^{p_{1}} \sum_{j_{2}=1}^{n_{2}} B_{s d}\left(i, j_{1}, j_{2}\right) x\left(j_{1}, j_{2}\right),
$$

with $i=1, \ldots, 3$. Given a dense vector $x$ and a stencil vector $y$, we have

$$
y\left(i_{1}, i_{2}\right)=\sum_{j=1}^{3} B_{d s}\left(i_{1}, i_{2}, j\right) x(j),
$$

with $i_{1}=1, \ldots, p_{1}$ and $i_{2}=1, \ldots, n_{2}$. The buffer values are filled as described above and all remaining values are set to zero. The block $L$ of the projection matrix containing the barycentric coordinates is also stored with three indices, namely $L\left(1: 2,1: n_{2}, 1: 3\right)$ given by

$$
L\left(i_{1}, i_{2}, l\right)=\lambda_{l}\left(c_{j k}^{x}, c_{j k}^{y}\right),
$$

with $i_{1}=1,2, i_{2}=1, \ldots, n_{2}, l=1, \ldots, 3, j=(i-1) / n_{2}+1$ and $k=(i-1) \bmod \left(n_{2}\right)+1$, with $i=\left(i_{1}-1\right) n_{2}+i_{2}$. Here, $\lambda_{l}\left(c_{j k}^{x}, c_{j k}^{y}\right)$ are the barycentric coordinates evaluated at the spline coefficients $c_{j k}^{x}, c_{j k}^{y}$ (control points) of the spline mapping. The $C^{1}$ projections of vectors are stored as block vectors composed by the following two blocks:

$$
\binom{V_{d}(1: 3)}{V_{s}\left(1-p_{1}:\left(n_{1}-2\right)+p_{1}, 1-p_{2}: n_{2}+p_{2}\right)} .
$$

Given a stencil matrix $S$, the four blocks of its $C^{1}$ projection are obtained as follows. The block $B_{d d}$ is given by

$$
B_{d d}(i, j)=\sum_{i_{1}=1}^{2} \sum_{i_{2}=1}^{n_{2}} L\left(i_{1}, i_{2}, i\right) T\left(i_{1}, i_{2}, j\right),
$$

with $i, j=1, \ldots, 3$ and $T$ given by

$$
T\left(i_{1}, i_{2}, l\right)=\sum_{k_{1}=-p_{1}}^{p_{1}} \sum_{k_{2}=-p_{2}}^{p_{2}} S\left(k_{1}, k_{2}, i_{1}, i_{2}\right) L\left(j_{1}^{*}, j_{2}^{*}, l\right),
$$

with $i_{1}=1,2, i_{2}=1, \ldots, n_{2}, l=1, \ldots, 3$, provided that $j_{1}^{*} \leq 2$ (all remaining elements are set to zero). The block $B_{s d}$ is given by

$$
B_{s d}\left(l, j_{1}^{*}-2, j_{2}^{*}\right)=\sum_{k_{1}=-p_{1}}^{p_{1}} \sum_{k_{2}=-p_{2}}^{p_{2}} L\left(i_{1}, i_{2}, l\right) S\left(k_{1}, k_{2}, i_{1}, i_{2}\right),
$$

with $i_{1}=1,2, i_{2}=1, \ldots, n_{2}, l=1, \ldots, 3$, provided that $j_{1}^{*} \leq 2+p_{1}$ (all remaining elements are set to zero). The block $B_{d s}$ is given by

$$
B_{d s}\left(i_{1}-2, i_{2}, l\right)=\sum_{k_{1}=-p_{1}}^{p_{1}} \sum_{k_{2}=-p_{2}}^{p_{2}} S\left(k_{1}, k_{2}, i_{1}, i_{2}\right) L\left(j_{1}^{*}, j_{2}^{*}, l\right),
$$

with $i_{1}=1, \ldots, 2+p_{1}, i_{2}=1, \ldots, n_{2}, l=1, \ldots, 3$, provided that $j_{1}^{*} \leq 2$ (all remaining elements are set to zero). The block $B_{s s}$ is given by

$$
B_{s s}\left(k_{1}, k_{2}, i_{1}, i_{2}\right)=S\left(k_{1}, k_{2}, i_{1}+2, i_{2}\right),
$$

with $i_{1}=1, \ldots, n_{1}-2, i_{2}=1, \ldots, n_{2}, k_{1}=-p_{1}, \ldots, p_{1}$ and $k_{2}=-p_{2}, \ldots, p_{2}$, provided that $j_{1}^{\prime}=2+j_{1}$, with $j_{1}=\left(i_{1}-1+k_{1}\right) \bmod \left(n_{1}-2\right)$ and $j_{1}^{\prime}=\left(i_{1}+1+k_{1}\right) \bmod \left(n_{1}\right)($ all remaining elements are set to zero). Given a stencil vector $v$, the two blocks of its $C^{1}$ projection are obtained as follows. The block $V_{d}$ is given by

$$
V_{d}(l)=\sum_{i_{1}=1}^{2} \sum_{i_{2}=1}^{n_{2}} L\left(i_{1}, i_{2}, l\right) v\left(i_{1}, i_{2}\right),
$$

with $l=1, \ldots, 3$. The block $V_{s}$ is given by

$$
V_{s}\left(i_{1}-2, i_{2}\right)=v\left(i_{1}, i_{2}\right),
$$

with $i_{1}=3, \ldots, n_{1}$ and $i_{2}=1, \ldots, n_{2}$. The buffer values are set to zero along the $s$ direction and filled applying periodicity along the $\theta$ direction. Homogeneous Dirichlet boundary conditions are imposed by setting

$$
B_{s s}\left(k_{1}, k_{2}, i_{1}, i_{2}\right)=0,
$$

with $i_{1}=1, \ldots, n_{1}-2, i_{2}=1, \ldots, n_{2}, k_{1}=-p_{1}, \ldots, p_{1}$ and $k_{2}=-p_{2}, \ldots, p_{2}$, provided that $i>\left(n_{1}-3\right) n_{2}$ or $j>\left(n_{1}-3\right) n_{2}$, with $i=\left(i_{1}-1\right) n_{2}+i_{2}$ and $j=\left(j_{1}-1\right) n_{2}+j_{2}$, with $j_{1}=\left(i_{1}-1+k_{1}\right) \bmod \left(n_{1}-2\right)$ and $j_{2}=\left(i_{2}-1+k_{2}\right)$ $\bmod \left(n_{2}\right)$, and by setting

$$
V_{s}\left(n_{1}-2, i_{2}\right)=0,
$$

with $i_{2}=1, \ldots, n_{2}$.
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