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Abstract.
Perturbative thermal diffusivity is measured with partial sawtooth-generated

heat pulses on ASDEX Upgrade for the first time, and these measurements
are used to validate the first nonlinear ion-scale gyrokinetic simulation that
agrees with experimentally measured perturbative diffusivity. Recent work on
Alcator C-Mod [N.T. Howard et al., Phys. Plasmas 23 056109 (2016) and N.T.
Howard et al., Plasma Phys. Controlled Fusion 60, 014034 (2018)] and DIII-D
[C. Holland et al., Nucl. Fusion 57, 066043 (2017)] has shown that ion-scale
gyrokinetics cannot adequately describe certain plasma conditions, and that in
these instances multi-scale simulations may resolve the observed discrepancies. In
one case the perturbative diffusivity was the only parameter that distinguished
between the two simulations. This work presents the first measurements
of perturbative diffusivity with partial sawteeth on ASDEX Upgrade, and
compares these measurements to those made with more established modulated
electron cyclotron heating measurements, finding good agreement. Cross-machine
trends of perturbative diffusivity with collisionality are investigated. Finally,
perturbative diffusivity is used as a validation constraint in a study with the
gyrokinetic code GENE, showing the first instance where an ion-scale gyrokinetic
simulation can simultaneously match the experimental ion and electron heat fluxes
and the perturbative thermal diffusivity. These results indicate that multi-scale
effects may only be important in some plasmas, and that there may be ways to
identify these conditions using linear stability results.
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1. Introduction

As theoretical models of turbulent transport in
fusion plasmas become ever more developed, it is
increasingly important to rigorously compare these
models to experiment to ensure that they are faithfully
reproducing experimental observations. Only then can
these codes be used in good faith for the prediction
of future machines or of future plasmas in current
machines. Validation, or the process of determining
how accurately a model represents reality insofar as
is needed for the intended purpose of the model [1],
has therefore become a key element in the evolution of
gyrokinetic and other turbulent transport models.

Validation of gyrokinetic codes, such as GENE [2],
has traditionally involved comparison of the predicted
and experimental ion and electron heat fluxes, as these
would appear to be the most relevant if the ultimate
goal is the prediction of future machine performance.
More recent work, however, has revealed that such
comparisons are susceptible to fortuitous agreement,
and that additional comparisons (fluctuation levels,
etc.) are required in order to truly assess the
accuracy of these codes [3, 4]. In such comparisons,
experimental quantities that can be more directly
measured are typically given more weight than those
that must be inferred. In addition to experimentally
measured temperature and density fluctuation levels,
the electron perturbative thermal diffusivity, χpert

e , has
also recently been used to further constrain gyrokinetic
simulations as part of validation studies [5, 6, 7, 8].

The perturbative thermal diffusivity differs from
the power balance diffusivity, χPB

e , in both its
definition and interpretation [9]. The power balance
thermal diffusivity is defined as:

χPB
e =

Qe

ne∇Te
(1)

where Qe is the electron heat flux, ∇Te is the
radial temperature gradient, and ne is the electron
density [9]. This quantity has units of m2/s and
governs steady state transport of heat through the
plasma.

On the other hand, the perturbative (or incremen-
tal) thermal diffusivity is defined as:

χpert
e =

1

ne

∂Qe

∂∇Te
(2)

This quantity governs the propagation of heat
pulses through the plasma and is related to the

profile stiffness in the plasma, where stiffness is the
incremental change in flux for an incremental change
in gradient above the critical gradient [10]. The
perturbative thermal diffusivity also has units of m2/s.

In particular, perturbative diffusivity is of interest
given recent work with multi-scale gyrokinetic simula-
tions, which indicates that in some plasma conditions,
ion-scale simulations cannot adequately match exper-
imental heat fluxes and perturbative diffusivity, and
that multi-scale effects are required to resolve these
discrepancies [6, 8, 11, 12].

In addition to the motivation of validating
transport models, studying experimental trends in the
value of the perturbative diffusivity offers insight into
the manner in which the plasma response to changing
gradients depends on other plasma parameters. These
parametric trends may help further characterize the
nature of turbulence experimentally, leading to new
theoretical insights. One example of the dependence
of the perturbative diffusivity on various plasma
parameters in Alcator C-Mod can be found in
Reference [5].

This paper presents the first measurements of the
perturbative thermal diffusivity on ASDEX Upgrade
using the propagation of partial sawteeth-generated
heat pulses, and uses these measurements for the first
time in a validation study of the gyrokinetic code
GENE. Section 2 describes the method of measuring
the perturbative thermal diffusivity, originally used
on Alcator C-Mod [5], and compares two different
specific calculation procedures. Section 2 also
presents the first comparison of perturbative diffusivity
measurements made with the partial sawteeth method
to measurements made with the more established
modulated electron cyclotron heating method, finding
good agreement within experimental uncertainty.
Section 3 then presents experimental observations
of how the measured perturbative diffusivity scales
with plasma collisionality, including a cross-machine
comparison of both Alcator C-Mod and ASDEX
Upgrade data. Finally, Section 4 utilizes perturbative
diffusivity measurements from one discharge, as well
as power balance modeling, to validate local, ion-scale,
nonlinear GENE simulations.

2. Perturbative Diffusivity Analysis Method

The perturbative thermal diffusivity measurements
in this paper are based on the tracking of heat
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pulses generated by partial sawtooth crashes, a
method originally described in Reference [5]. As
the heat pulse propagates outward, its position and
amplitude are measured with various channels of a
profile electron cyclotron emission (ECE) radiometer
[13] on ASDEX Upgrade. Using partial sawteeth,
rather than full sawteeth, to generate the heat pulses
avoids complications due to the presence of the
‘ballistic effect’ in full sawteeth-generated heat pulses
[14]. The perturbative thermal diffusivity, χpert

e , can
then be calculated via the “Extended-Time-to-Peak”
method [15, 16], which relates the perturbative thermal
diffusivity to the velocity of the peak of the heat pulse
and the decrease in the amplitude of the heat pulse as it
propagates radially outward. This method inherently
gives a radially averaged measurement, over the radial
range through which the pulse propagation is tracked.

This section will first compare two specific
implementations of this calculation, one that calculates
the perturbative diffusivity for each individual heat
pulse, and one that utilizes many pulses to form a single
‘composite’ heat pulse, for which the perturbative
diffusivity is then calculated. The section will then
present the first comparison of measurements made
by the partial sawtooth based method of measuring
the perturbative diffusivity with the more established
modulated electron cyclotron heating (ECH) based
method [9, 17, 18, 19, 20]. The two methods will be
shown to agree within experimental uncertainty.

2.1. Composite Sawtooth Comparison

One of the differences between the implementation of
the Extended-Time-to-Peak method in Reference [5]
and in previous work (for example, Reference [15])
is that Reference [5] calculated χpert

e for each partial
sawtooth, and then averaged the values together
to obtain a mean value for the plasma discharge,
while previous work has typically created an average
sawtooth by superimposing many crashes before the
calculation. While these two methods are expected
to produce the same answer to within experimental
uncertainty, such a comparison had not been performed
before this study. As part of commissioning the
method on ASDEX Upgrade, this study compared
calculations from many individual partial sawtooth
heat pulses and from a single composite partial
sawtooth heat pulse.

Figure 1 shows an individual heat pulse and a
composite heat pulse in ASDEX Upgrade (discharge
33586) generated by partial sawtooth crashes. The
composite heat pulse was generated by averaging
36 individual heat pulses together, including the
individual pulse shown. The peak amplitude of
the innermost radial (and thus largest amplitude)
channel was utilized to synchronize the heat pulse

Figure 1: Example measurements of partial sawtooth-
generated heat pulses from ASDEX Upgrade discharge
33586. (a) shows a single pulse propagating through
four measurement channels, along with the smoothed
data. (b) shows a composite pulse formed by
combining data from 36 individual pulses, including
the data shown in (a).

signals for averaging. Both of these traces also
show smoothed data, smoothed using a lowess (locally
weighted scatterplot smoothing) algorithm, which is
ultimately used to calculate the perturbative thermal
diffusivity. The smoothing process is very similar to
that originally used in Reference [5].

As seen in Figure 1, the composite sawtooth
visually shows the propagation of the heat pulse
much more cleanly. Numerically, however, the
difference between averaging χpert

e calculated from
many individual heat pulses and calculating χpert

e

from a single composite heat pulse falls within
experimental uncertainty. In the particular discharge
shown in Figure 1, averaging 36 individual heat pulse
calculations gives a result of χpert

e = 5.04 ± 1.35m2/s
(with the uncertainty calculated from a combination



ASDEX Perturbative Thermal Diffusivity 4

Modulated ECH Partial Sawteeth

Shot
Radial Range

(ρtor)
χpert
ECH (m2/s)

Radial Range

(ρtor)
χpert
PST (m2/s)

30693/4 0.34 - 0.44 2.2 ± 0.3 0.22 - 0.29 2.09 ± 0.62

31369 0.34 - 0.44 2.4 ± 0.9 0.23 - 0.29 2.87 ± 0.71

Table 1: Perturbative thermal diffusivity measured with modulated ECH heat pulses and partial sawtooth
crash-generated heat pulses. Modulated ECH data is taken from Reference [21].

of diagnostic uncertainty and the standard deviation
of the calculated values [5]), while calculating χpert

e

based on a composite of the exact same set of heat
pulses results in χpert

e = 4.17m2/s. These two values
agree within experimental uncertainty.

The agreement between these two methods of
calculating the perturbative diffusivity is robust across
many discharges. Using a larger set of data, 24
plasma discharges on ASDEX Upgrade, the composite
heat pulse method and the averaged individual heat
pulse method agree within one standard deviation 67%
of the time (16 of 24 discharges), which is entirely
consistent with a normal distribution of error. This
result shows that these two methods of calculation are
indeed equivalent, and can be used interchangeably in
future work.

2.2. Modulated ECH Comparison

In addition to confirming that calculating χpert
e from

averaging individual heat pulses and from a composite
heat pulse generates the same result, this study
also compares χpert

e measured via partial sawteeth to
χpert
e measured with modulated Electron Cyclotron

Heating (ECH). This is perhaps the more important
comparison, as it confirm that the partial sawtooth
method, which is still relatively novel, agrees with
the more widely accepted modulated ECH method of
measuring χpert

e [9, 17, 18, 19, 20]. Since the partial
sawtooth method is entirely passive and can measure
the perturbative diffusivity in many plasmas without
the need for dedicated experiments or hardware, there
is considerable motivation to confirm that this new
method agrees with modulated ECH measurements.
The comparison made in this study shows that the
modulated ECH and partial sawtooth heat pulse
methods agree to within experimental uncertainty in
the cases analyzed here.

The modulated ECH measurements that will be
shown here are originally described in Reference [21].
Modulated ECH and partial sawtooth measurements
of χpert

e were both available in discharge 31369, and
so the two measurements are compared from the same

discharge. The other discharge described in Reference
[21], 30693, did not have a sufficient number of partial
sawtooth crashes to make a reasonable measurement
via partial sawtooth heat pulses. This discharge was,
however, repeated immediately afterward, and this
repeat, 30694, did have enough partial sawtooth heat
pulses to measure via this method. For this reason,
one of the modulated ECH and partial sawtooth
comparisons will be made for the same discharge,
31369, while the other will be made between two repeat
discharges, 30693 and 30694. Both sets of discharges
were 0.8MA, 2.5T , 4.0 ·1019m−3 line-averaged density,
electron-heated L-modes.

The modulated ECH method of measuring per-
turbative thermal diffusivity involves generating heat
pulses in the plasma by modulating electron cyclotron
heating on and off at a relatively high frequency
(100 Hz in the plasmas shown here) for long enough
to obtain good statistics on the pulse propagation
[9, 17, 18, 19, 20]. The perturbative thermal diffusiv-
ity is then calculated using a method based on Fourier
transforms of the data, originally presented in Refer-
ence [22]. The Fourier and Extended-Time-to-Peak
methods have been shown to agree to within experi-
mental uncertainty (approximately 20%) [23]. Please
see Reference [21] for further details of the analysis uti-
lized on the discharges shown here.

Table 1 shows the results of both partial sawtooth
and modulated ECH measurements of χpert

e for the
discharges 31369 and 30693/4. One must note that
while the two measurements were made in very similar
radial locations, they do not quite overlap. The
modulated ECH χpert

e was measured at ρtor ≈ 0.34 −
0.44, while the partial sawtooth measured at ρtor ≈
0.23 − 0.29. The partial sawtooth measurement was
constrained by the sawtooth mixing radius and the
radius beyond which the heat pulses were no longer
detectable. The modulated ECH was constrained by
ECH deposition location and the region where the
sawtooth interference is too large [21].

With the caveat that the two measurement
locations don’t quite overlap, measurements with
modulated ECH and with partial sawteeth agree
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to within experimental uncertainty in both cases.
While the perturbative thermal diffusivity will likely
vary with radius, the gap between two measurement
locations is small enough (approximately 3 cm) that
comparing the two measurements directly is still
worthwhile. In both cases the measurements agree
within uncertainty, successfully verifying the partial
sawtooth method of measuring χpert

e against the more
widely accepted modulated ECH method.

Now that the method of measuring perturbative
thermal diffusivity has successfully been applied to
ASDEX Upgrade discharges and has been checked
against modulated ECH-based measurements, these
new measurements will be utilized in order to examine
both experimental trends of perturbative diffusivity
and to validate gyrokinetic simulations. The discharges
in the remainder of this paper highlight the advantage
of the partial sawtooth measurement method, as
none of them had modulated ECH data, and so one
would not have been able to measure the perturbative
diffusivity without the new method.

3. Dependence of Perturbative Diffusivity on
Collisionality

As an initial application of the partial sawtooth
crash-generated heat pulse measurement technique on
ASDEX Upgrade, the perturbative thermal diffusivity
was measured in 24 plasma discharges. These
discharges were all L-mode plasmas, but had no
particular constraints on any plasma parameters.

While the primary intent of analyzing these
discharges was to confirm that the analysis technique
could be successfully applied to a variety of cases,
they also provided an opportunity to expand upon the
parametric dependency analysis presented in Reference
[5].

Reference [5] found that empirically, χpert
e de-

pended most strongly on plasma density and tempera-
ture, but certainly did not exhaust every possible com-
parison. The combination of data from both Alcator C-
Mod and ASDEX Upgrade opens up many additional
dependency comparisons, as the two machines together
can cover a much larger range of many plasma param-
eters than each machine individually.

All of the dependencies discussed in Reference
[5] (temperature, density, gradients, etc.) were also
calculated for the set of data from ASDEX Upgrade,
and in all cases the trends between perturbative
thermal diffusivity and the various parameters were
similar on both machines. In addition, the availability
of data from two fairly different machines (a factor of
roughly 2.5 in size and 3 in magnetic field) allowed for
the exploration of new parametric dependencies over
a wider range, such as various normalizations of the

Figure 2: Log-log plots of the perturbative thermal
diffusivity from 24 ASDEX Upgrade discharges (red)
and 56 Alcator C-Mod discharges (blue) against two
definitions of collisionality. All discharges are L-mode
plasmas. (a) shows collision frequency normalized by
the bounce frequency, and (b) shows a normalized
gyrokinetic collisionality from GENE [24]. Trend lines
are shown in black. The point circled in green in (b) is
the discharge considered in the simulations in Section
4.

collision frequency. The data shown here consists of
all 24 ASDEX Upgrade L-mode discharges, as well as
the 56 L-mode discharges from Alcator C-Mod shown
in Reference [5]. Two normalizations of the collision
frequency in particular will be highlighted here.

First, consider the following definition of collision-
ality, ν∗, which is essentially the collision frequency
normalized to the bounce frequency [25]:

ν∗ ≈ 0.01

(
R0

r

)3/2(
qR0n20

T 2
k

)
(3)

where R0 is the major radius, r is the local minor
radius, q is the safety factor, n20 is the plasma density
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in units of 1020m−3 and Tk is the plasma temperature
in units of keV.

As is seen in Figure 2 (a), this particular
definition of collisionality tends to bring the data
from both of the machines into the same range. The
figure also shows that the data overlay quite nicely,
with increasing ν∗ generally leading to decreasing
perturbative diffusivity. This trend is consistent with
the trends with temperature and density found in
Alcator C-Mod, for which increasing density and
decreasing temperature tended to lead to decreased
perturbative diffusivity [5]. More quantitatively, a
fit of (ν∗)−0.5 has an unweighted R2 value of 0.53,
where R2 quantifies how much of the variation in the
perturbative diffusivity can be explained by variation
in the parameter of interest. This exceeds all of the R2

values given in Reference [5], despite including data
from two different machines.

Consider next an alternative definition of the
collisionality, for example the species-independent
normalized collisionality used in the gyrokinetic code
GENE [24]:

νGENE = 2.3031 · 10−5 a · n19 · lnΛ

T 2
k

(4)

where a is the square root of the edge toroidal
flux divided by π times the reference toroidal magnetic
field, a =

√
Φedge/πBref (generally equal to the

machine minor radius) [26], n19 is the plasma density
in units of 1019m−3, Tk is the plasma temperature
in units of keV, and lnΛ is the Coulomb Logarithm.
Internally in GENE this quantity is labelled νc. Note
that GENE uses species dependent collision frequencies
when performing the relevant calculations, but that
this species-independent normalized collisionality can
be used to parametrize the plasma in question [24].

In contrast to the previous definition of collisional-
ity, this definition tends to separate the data from Al-
cator C-Mod and ASDEX Upgrade slightly more, leav-
ing some regions on both extremes covered only by one
machine. Figure 2 (b) shows the trend between νGENE

and the perturbative diffusivity. As with ν∗, the per-
turbative diffusivity tends to decrease with increasing
νGENE , though the exponent is slightly different (-0.44
instead of -0.5). There is also a multiplicative factor of
approximately 0.15 in front of the collisionality. This
fit seems to describe the data almost equally well, with
an R2 value of 0.52, which is almost identical to the
value for ν∗. In addition, the circled point in Figure 2
is the discharge on which the gyrokinetic simulations
described in Section 4 are based.

The physical mechanisms behind the correlation
between the perturbative thermal diffusivity and the
collisionality are likely complex, but may be related to
the relative strength of ITG (ion temperature gradient)
and TEM (trapped electron mode) turbulence in

these plasmas. As noted by Reference [27], lower
collisionality generally favors stronger destabilization
of TEM compared to ITG, while higher collisionality
tends to increase the relative strength of ITG
modes. Reference [28] shows that increased TEM
drive may also correlate with increased perturbative
diffusivity (as measured with modulated ECH). The
new experimental results presented here from both
Alcator C-Mod and ASDEX Upgrade are consistent
with this interpretation.

As shown in this section, the physics of the
perturbative thermal diffusivity are not machine
dependent. The large number of discharges included
here also reveals that this measurement method
can reliably be applied to many different plasma
conditions, and that such a measurement is ready for
comparison to the outputs of gyrokinetic simulations,
which will be presented in Section 4. The next section
will also compare these experimentally observed trends
to those predicted by gyrokinetic simulation.

4. Validation of Local, Ion-Scale, Nonlinear
GENE

The perturbative thermal diffusivity will now be used
as part of a validation study of the gyrokinetic
code GENE on ASDEX Upgrade. Local, ion-scale
(kyρs < 2.3), nonlinear GENE simulations of ASDEX
Upgrade discharge 33585 were performed at a radial
location of ρtor = 0.49 as part of this validation
study, where ρtor is the square root of the normalized
toroidal flux. The location was chosen to be in the
center of the radial region over which the perturbative
thermal diffusivity of this discharge was measured.
These simulations included electromagnetic effects,
used a realistic electron to ion mass ratio, included
the effects of impurities through an effective charge
Zeff , and treated collisions with a linearized Landau-
Boltzmann operator. The simulations used the
experimental magnetic equilibrium, as reconstructed
with the CLISTE code [29].

Note that the validation study presented in
this work is for the same plasma discharge used in
the validation study in Reference [30]. The work
here, however, focuses on a different radial location
and utilizes the perturbative thermal diffusivity as
an additional validation constraint (for the first
time on ASDEX Upgrade), instead of fluctuation
measurements. Other than the radial location (and
the accompanying changes in plasma parameters and
shape), most other GENE settings were the same in
both validation studies.

The particular discharge under consideration
was an electron-heated, L-mode plasma on ASDEX
Upgrade with toroidal field on axis Bt = 2.5T ,
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plasma current Ip = 1.0MA, and central density
ne,o = 2.6 · 1019. This discharge was heated with
0.7MW of electron cyclotron heating (ECH), deposited
at ρtor ≈ 0.2.

The electron temperature in this discharge
was measured with an electron cyclotron emission
(ECE) radiometer [13], the electron density with
Thomson Scattering [31, 32], and the ion temperature
and toroidal plasma rotation with charge exchange
recombination spectroscopy (CXRS) based on periodic
neutral beam blips [33]. Please see Reference [30] for
the full profiles in this discharge. These diagnostics
have the following uncertainties: 15% in Te, 20% in Ti,
10% in ne, and 50% in vrot. Fitted profiles are utilized
to calculate the normalized gradient scale lengths
(a/Ly = −(a/y)(dy/dρtor), where a is the square
root of the edge toroidal flux divided by π times the
reference toroidal magnetic field, a =

√
Φedge/πBref

(equal to the plasma minor radius), and y is the
plasma parameter of interest [24]), which have the
following uncertainties: 20% in a/LTe, 30% in a/LTi,
and 30% in a/Lne. The normalized gradient scale
lengths are used as inputs to the GENE simulations,
and will be varied within experimental uncertainty
during sensitivity scans.

Table 2 gives the nominal experimental input
parameters to the GENE simulations. The table
also shows the normalized temperature gradient scale
lengths (a/LTi and a/LTe) for the heat flux matched
case, which will be discussed further in Section 4.2.

The remainder of this section will discuss both
linear and nonlinear results of these GENE simulations.
First, the linear growth rates and real frequencies will
be presented. Next, the results of sensitivity scans
of a/LTi and a/LTe within experimental uncertainty
will be presented, with the goal of matching the
experimentally inferred electron and ion heat fluxes
within uncertainty. These scans reveal that one
must scan both a/LTi and a/LTe simultaneously
in order to match the experimental heat fluxes,
and also reveals interesting nonlinear dependencies
of the simulated heat fluxes. Finally, the heat
flux matched simulations will be compared to the
additional validation constraint of the perturbative
thermal diffusivity, finding for the first time good
agreement between ion-scale gyrokinetic simulation
and experimental perturbative diffusivity measured
with partial sawteeth.

4.1. Linear Results

The results of linear GENE simulations for the plasma
discharge considered in this study are shown in Figure
3. Figure 3 (a) shows the results for the nominal
experimental gradients and (b) shows the results
for the flux-matched case (a/LTi reduced by 19%

Table 2: Input parameters to GENE simulations in
this validation study. The magnetic shear is ŝ and
the E × B shearing rate is sE×B . All values are the
nominal experimental values, except for the values of
the normalized temperature gradient scale lengths in
parentheses, which are for the heat flux matched case
discussed in Section 4.2 (a/LTi

down by 19% and a/LTe

down by 12%).

Quantity Value
ρtor 0.49
q 1.42
ŝ 0.728

sE×B [a/cs] 0.0042
a/LTi 1.59 (1.29)
a/LTe

3.27 (2.88)
a/Ln 0.926

Te [keV ] 1.57
ne [1019m−3] 2.14

Ti/Te 0.41
Zeff 1.6
βe [%] 1.96
νc 0.000209

νei [a/cs] 0.081
Raxis 2.54

rminor [m] 0.325
Bref = B0 [T ] 2.626
Lref = a [m] 0.652
cs [km/s] 274.16

and a/LTe reduced by 12%). In this figure, blue
points represent modes with a positive real frequency,
indicative of modes moving in the ion drift direction.
Similarly, red points represent modes with a negative
real frequency, indicative of modes moving in the
electron drift direction. Diamonds represent the
dominant mode at a given wavenumber, and circles
represent subdominant modes.

Perhaps the most interesting observation from
Figure 3 (a) is that in the ion-scale range of kyρs . 2.0,
ion- and electron-modes alternate as the dominantly
growing mode. The two modes are close throughout
this region, and especially close when the ion mode
becomes slightly dominant around kyρs ≈ 0.9. This
mixed-mode linear stability foreshadows the perhaps
non-intuitive dependencies of the electron and ion
heat fluxes on the input electron and ion temperature
gradients which will be described further in the next
section.

Such mixing of dominant modes also becomes
clear when one compares linear stability results from
the nominal experimental parameters and scanned
input temperature gradients. With a/LTi reduced
by 19% and input a/LTe reduced by 12% (the ‘heat
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flux matched’ case presented below), for example, the
plots are similar in shape, but all of the dominant
modes are electron modes, and there are no dominant
ion modes, as shown in Figure 3 (b). The ion
modes do nearly become dominant at kyρs ≈ 1.0,
indicating that even though the plasma is electron-
mode dominant according to linear stability, the
plasma is still subdominantly mixed-mode.

4.2. Nonlinear Heat Flux Comparison

This section will explore the sensitivity of the nonlinear
GENE heat fluxes to the input normalized temperature

(a)

(b)

Figure 3: Linear stability results for discharge 33585.
Blue points have positive real frequency (the ion
diamagnetic direction) and red points have negative
real frequency (the electron diamagnetic direction).
(a) shows the linear growth rates of the dominant
and secondary modes for the nominal experimental
parameters and (b) shows the results for the heat
flux matched case (a/LTi reduced by 19% and a/LTe

reduced by 12%).

gradient scale lengths, and will compare the simulation
and experimental heat fluxes. From a validation
standpoint, matching the experimental heat fluxes to
within uncertainty is a key component of confirming
that GENE is correctly reproducing the real plasma
behavior. In addition, exploring the sensitivity of
the heat fluxes to the temperature gradients provides
insight into the more fundamental nature of the
turbulence in this particular plasma discharge.

These nonlinear simulations had two gyrokinetic
species, 128 grid points in the radial direction, 48 bi-
normal modes (corresponding to 96 grid points due
to the hermiticity of the Fourier coefficients for real
quantities [26]), 24 grid points in the parallel direction,
48 grid points in parallel velocity, and 16 points in
magnetic moment (a resolution of 128×96×24×48×16
grid points). kyρs ranged from 0.048 to 2.3. This
corresponds to a minimum finite toroidal mode number
of 5. The box extended 113.5 ρs in the radial direction,
up to 3vth,j in the parallel velocity (where vth,j =√

2T0j/mj), and up to 9T0j/Bref in the magnetic
moment. Convergence checks were performed around
the resolution and box size (except in bi-normal modes,
as this would begin to extend into the electron scale)
to ensure that these values were all sufficient.

As stated above, the uncertainty in the normalized
ion temperature gradient scale length, a/LTi, is
approximately 30%, and the uncertainty in the
normalized electron temperature gradient scale length,
a/LTe, is approximately 20%. The GENE inputs
are only varied within these bounds in order to be
consistent with the experiment.

The experimental heat fluxes are calculated with
the power balance transport solver TRANSP [34],
giving Pe = 0.67MW and Pi = 0.21MW at this
radius. Note that in this paper Pj refers to a total
power in MW while Qj refers to a heat flux in
MW/m2 (Pj = Area ∗ Qj). The uncertainties
in the input parameters are propagated through the
governing equations of TRANSP in order to find the
uncertainties in the experimental heat fluxes. These
turn out to be 18% for Pe and 26% for Pi ‡.

The GENE heat fluxes are calculated by averag-
ing the total heat flux output (electrostatic and elec-
tromagnetic) from the simulation over several hundred
a/cs times, where cs is the sound speed. Since the
simulation outputs the heat flux several times during
each a/cs time, these averages contain several thou-
sand data points. The period of the time average
only begins after initial transients have died off in the

‡ Note that the uncertainty in Pe quoted in this study (18%)
is larger than that in Reference [30] (14%). This is due to
additional uncertainty discovered in the routines that calculate
the radiated power profiles since the publication of that study.
This increase in uncertainty only strengthens the statements
made in Reference [30].
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Figure 4: GENE heat flux output for nonlinear
simulation of ASDEX Upgrade discharge 33585 at
ρtor = 0.49. This is the ‘heat flux matched’ case
described below, with input a/LTi reduced by 19% and
input a/LTe reduced by 12%. Plotted as Gyro-Bohm
heat flux (electrostatic plus electromagnetic) against
time in units of a/cs. Electrons in red and ions in blue.
Averaging performed over the time region highlighted
in turquoise, with the dashed lines representing the
average heat flux.

simulation, and the effect of E × B shear has been
fully realized. Figure 4 shows the time trace from the
heat flux matched GENE run. The turquoise region
highlights the period over which the simulation results
are averaged, starting at t = 375a/cs and continu-
ing for an additional 540 a/cs. The effects of E × B
shear were initialized at t = 250a/cs, and have there-
fore had time to come to steady state before the time
averaging begins. The horizontal dashed lines repre-
sent the calculated average heat fluxes. The uncer-
tainty on the heat flux is then calculated using the
method described in Reference [35]. The particular
case shown in Figure 4 gives Qe = (2.13 ± 0.06)QGB

and Qi = (0.48 ± 0.04)QGB . These values are then
converted to units of MW by multiplying by the Gyro-
Bohm heat flux, QGB , and the flux surface area, giv-
ing Pe = 0.73MW and Pi = 0.16MW . The values
produced by this averaging procedure were also used
to check that that the simulations had converged nu-
merically, showing that increasing the box size or grid
resolution did not change the results outside of uncer-
tainty.

Even though this particular simulation shows a
strong transient after the initialization of E×B shear,
the average quickly returns to a value that is very
similar to the heat flux before the E × B shear is
turned on. This observation is common to all of the
simulations considered in this study, and is consistent
with the fairly small value of the E ×B shearing rate,

Table 3: Summary of nonlinear GENE runs in this
study. Input normalized gradient scale lengths, the
simulation time over which the heat flux was aver-
aged, and the output ion and electron heat fluxes are
given. Rows are in order of decreasing ion tempera-
ture gradient and then decreasing electron tempera-
ture gradient. In Gyro-Bohm units, the experimen-
tal heat fluxes were Qexp

e = 1.97 ± 0.35 QGB

and Qexp
i = 0.62 ± 0.16QGB where

QGB = 0.016MW/m2. The heat flux matched simu-
lation is highlighted in green.

a/LTi
a/LTe

Averaged
a/cs

Qi (QGB) Qe (QGB)

Nominal Nominal 110 2.50 ± 0.15 5.03 ± 0.22
−10% Nominal 179 1.08 ± 0.08 4.41 ± 0.29
−19% −12% 540 0.48 ± 0.04 2.13 ± 0.06
−20% Nominal 180 0.93 ± 0.06 7.12 ± 0.55
−20% −13% 370 0.41 ± 0.05 2.01 ± 0.24
−20% −15% 595 0.56 ± 0.02 1.42 ± 0.08
−20% −20% 300 1.02 ± 0.03 1.47 ± 0.03
−21% −15% 375 0.43 ± 0.03 1.53 ± 0.07
−22% −15% 290 0.34 ± 0.01 2.08 ± 0.05
−24% −15% 195 0.43 ± 0.02 3.03 ± 0.11
−25% −15% 300 0.37 ± 0.03 2.63 ± 0.24

sE×B , that is input into these simulations. This is a
result of the fairly flat rotation profile of the plasma at
this radius.

Note that even without performing multi-scale
simulations, it is possible to separately perform ion-
scale and electron-scale simulations, calculate heat
fluxes, and linearly add these results together, though
past work has shown that this procedure often gives
poor agreement with real multi-scale simulations [6,
11]. One might expect the electron-scale simulations to
in some cases contribute to the electron heat flux in a
meaningful way, but in the simulations considered here
the very low ratio of the peak growth rate at electron
scales to the peak growth rate at ion scales from Figure
3 (discussed later in further detail), would indicate that
the electron scale contribution to the heat flux will be
much smaller than the ion-scale contribution. For these
reasons, only ion-scale simulations are performed as
part of this work.

Sensitivity scans with GENE were performed
by scanning the input ion and electron temperature
gradients within experimental uncertainty. A number
of interesting observations resulted from these scans.
First, nonlinear GENE heat fluxes were found to agree
with experimental heat fluxes within uncertainty when
a/LTi was decreased by 19% and a/LTe was decreased
by 12% (the case shown in Figure 4). These gradient
scale length inputs result in predictions of Pe = 0.73
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MW and Pi = 0.16 MW , which are within the
the uncertainty of the TRANSP outputs listed above
(P exp

e = 0.67 ± 0.12 MW and P exp
i = 0.21 ± 0.06

MW ). This simulation will henceforth be referred to
as the ‘heat flux matched’ simulation, since for the
purposes of validation, this was the simulation that
agreed best with experimental measurements. This is
also the simulation that will be used for comparison
with the perturbative thermal diffusivity in Section
4.3, as validation requires all constraints to be met
simultaneously.

Another result of these scans is that one must
change both a/LTi and a/LTe simultaneously in order
to match the electron and ion heat fluxes. In addition,
one must scan both in order to match just the ion
heat flux, consistent with the mixed mode nature of
the plasma seen in the linear stability analysis. As
shown in Table 3, the nominal experimental gradients
overpredict Qi by roughly a factor of 4 and Qe by
roughly a factor of 2.5. Reducing a/LTi by 10%
improves this to a factor of 2 overprediction of Qi, and
a factor of 2 overprediction of Qe. Further reducing
a/LTi to 20% below the nominal value has little
effect on the predicted ion heat flux, but increases the
predicted electron heat flux to more than a factor of
3 overprediction. This scan would seem to imply that
one must also change a/LTe in order to simultaneously
match both Qi and Qe.

Figure 5: Comparison of experimental and simulation
electron and ion heat fluxes at the same input ion
temperature gradient and different input electron
temperature gradients. Ion heat fluxes are given in
blue and electrons in red. Experimental values are
given by the solid lines, with uncertainty represented
by the shaded regions. Simulation values are given by
the triangles, with uncertainty represented with error
bars.

A scan of a/LTe (from nominal to 20% below
nominal) at a fixed a/LTi reduction of 20% below

the nominal value is shown in Figure 5. Electrons
are shown in red and ions in blue. Uncertainty
is represented by the black error bars. Reducing
a/LTe from the nominal value at fixed a/LTi initially
reduces Pe from a large overprediction to roughly
the experimental level of heat flux (at -13% a/LTe),
agreeing within uncertainty. Further reduction then
brings the predicted Pe to below the experimental
uncertainty. Interestingly, at this fixed value of a/LTi,
changing a/LTe leads to a non-monotonic behavior of
Pi. Reducing a/LTe by 13% reduces the predicted
Pi from slightly less than a factor of 2 overprediction
to just below the experimental uncertainty in the
measured Pi (though this is difficult to see in the figure
since the symbol has finite size). It turns out that if
one considers both the experimental uncertainty and
the simulation uncertainty, this simulation marginally
agrees with the experiment, though not nearly as well
as the ‘heat flux matched’ simulation described above.
Further reduction of a/LTe, however, actually begins
to increase the predicted Pi, back to a level larger than
the experimental value.

Figure 6: Comparison of experimental and simulation
electron and ion heat fluxes at different input ion
temperature gradients. Ion heat fluxes are given in blue
and electrons in red. Experimental values are given
by the solid lines, with uncertainty represented by the
shaded regions. Simulation values at a/LTe - 15% are
given by the circles, with uncertainty represented with
error bars. The flux matched case, with a/LTe - 12%
and a/LTe - 19%, is shown as the diamonds.

The result of instead scanning a/LTi at fixed
a/LTe is shown in Figure 6. Note that Figures 6
and 5 have different x- and y-axes. In this figure,
the circles represent a scan of a/LTi between 25%
and 20% below the nominal value, all at a fixed
a/LTe reduction of 15%. While the non-monotonic
behavior is weaker than when scanning a/LTe at
fixed a/LTi, it does also occur outside of simulation
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uncertainty. The point at -20% a/LTi and -15% a/LTe

is from the same simulation on both plots. This figure
also includes the data from the heat flux matched
simulation, represented as the diamonds.

One may note that a few simulations on both
of these plots agree well with Pi, but somewhat
underpredict Pe. As stated above, it is possible that
electron scales contribute some small portion to the
electron heat flux, though the small growth rate at
these scales suggests that this contribution would be
small. It is therefore possible that some of these
simulations would also agree with experiment to within
uncertainty. It is unlikely, however, that they would
agree better than the flux-matched simulation, and as
stated before, linearly adding heat fluxes from different
scales is not particularly rigorous.

The non-monotonic behavior of Qi with regards
to both a/LTi and a/LTe is consistent with the results
of linear stability analysis, suggesting that the plasma
under consideration in this study is highly mixed-mode
at the ion scales.

4.3. Nonlinear Perturbative Diffusivity Comparison

In addition to the electron and ion heat fluxes, the
perturbative thermal diffusivity, as measured with the
method described in Section 2, will be applied as a
validation constraint to these GENE simulations. The
discharge that was used for the GENE simulations
presented here was one of the discharges described in
Section 3, and is circled in Figure 2. Experimentally
the plasma had a perturbative thermal diffusivity of
χpert
Exp = 7.7 ± 2.3m2/s, averaged over the radial range

of ρtor = 0.44 − 0.54. This is the value that will
be compared to the GENE outputs and it is for this
reason that the GENE simulations were performed at
ρtor = 0.49.

As in previous work [5, 6, 7, 8], the simulation
perturbative thermal diffusivity is calculated by taking
the flux matched simulation from above, and scanning
the input electron temperature gradient up and down
by 6% and 12%, which approximates the temperature
gradient change induced by the passing of the partial
sawtooth heat pulse. The electron heat flux output
from the simulation is then plotted against the input
gradient, and the slope of the curve at the flux matched
simulation is used to calculate the perturbative thermal
diffusivity. More quantitatively:

χpert
GENE =

a

neTe

∂Qe

∂(a/LTe)
=

1

ne

∂Qe

∂∇Te
(5)

Note here that the turbulent time scales are much
shorter than time scales of any macroscopic changes
in the profiles. For example, the sawtooth period is
approximately 25ms, compared to an a/cs time of
approximately 2.4µs. Even if turbulence saturates on a

time scale of 100 a/cs, this leaves 100 saturation times
in a single sawtooth period.

Figure 7: Perturbative thermal diffusivity measured
experimentally and calculated from a scan of a/LTe

in GENE simulations. GENE simulations are plotted
as red squares with heat flux uncertainty represented
as black error bars. The flux-matched simulation is
circled in red. Perturbative diffusivity is a slope on
this plot. The experimental perturbative diffusivity is
represented as the dash-dotted turquoise line passing
through the flux-matched simulation, with the shaded
region representing the experimental uncertainty. The
slope of a linear fit to the GENE simulations is shown
in green. An exponential fit to the GENE simulations
is shown as the orange dashed line. The slope of this fit
tangent to the flux-matched simulation is shown as the
solid orange line. One should compare the turquoise
(experiment), green (slope of linear fit), and orange
(slope of exponential fit ) lines in this figure.

Figure 7 shows the results of this scan in a/LTe

from the heat flux matched simulation, which is circled.
In this figure, the heat flux is plotted against ne∇Te
so that the slope of the line has the correct units
of perturbative thermal diffusivity. The experimental
value of the perturbative diffusivity is plotted as the
dash-dotted turquoise line going through the heat
flux matched simulation, with the shaded region
representing the experimental uncertainty.

The GENE simulations, shown as red squares, are
fit with both a linear regression (green line) and an
exponential curve (red dotted line). The slope of the
linear fit is 11.3m2/s, and the slope of the exponential
fit at the heat flux matched simulation (red line) is
8.8m2/s. One would not expect the GENE simulations
themselves to fall within the shaded turquoise region
(only the slope tangent to the fit) unless there was
an exactly linear relationship between heat flux and
temperature gradient. These results reveal that the
exponential fit to the GENE simulations agree with the



ASDEX Perturbative Thermal Diffusivity 12

experimental measurement to within uncertainty, while
the linear fit lies slightly outside of the experimental
uncertainty. It is clear from the plot, however, that
an exponential is a much better fit to the data than a
straight line.

First, both of these fits are a stark contrast to
past results of ion-scale simulations on Alcator C-
Mod, such as those in References [5, 6, 7, 8, 11].
In past cases (with the gyrokinetic code GYRO
[36] on Alcator C-Mod [37]), ion-scale gyrokinetic
simulations robustly underpredicted the perturbative
thermal diffusivity, often by an order of magnitude.
This was true even in cases where the simulations were
able to simultaneously match the experimental ion and
electron heat fluxes [8]. Only the inclusion of multi-
scale effects was able to resolve this discrepancy [6, 8].

The values calculated from both the linear and
exponential are much closer to the experimental value
than in any of the previously reported ion-scale
simulations, and both actually slightly overpredict
the experimental value, also in contrast to previous
results. This result strongly supports the theory
that multi-scale effects and cross-scale coupling are
very important to turbulent transport in some plasma
discharges, but that ion-scale simulations are fully
sufficient in other discharges. In particular, cases have
now been identified in which: ion scale simulations
miss both heat fluxes and perturbative diffusivity,
requiring the inclusion of multi-scale effects [6]; ion
scale simulations match heat fluxes, but miss the
perturbative diffusivity [8]; and ion scale simulations
can simultaneously match both heat fluxes and
perturbative diffusivity (the work presented here).

Another conclusion from these GENE simulations
is that the manner in which the flux-gradient curve is fit
can have an impact on the agreement with experiment.
As mentioned above, the slope of the exponential
fit agrees with experiment to within uncertainty, but
the slope of a linear fit disagrees slightly outside of
uncertainty. This is perhaps not surprising, as one
might not expect an entirely linear response of the heat
flux to the temperature gradient. It does, however,
reveal that one should be careful when one fits these
curves for comparison with experiment.

To put the strong agreement between experiment
and simulation with electron and ion heat fluxes
and perturbative diffusivity into context, consider the
validation metric, χ, originally developed in Reference
[38] and used in Reference [30] (not to be confused
with the perturbative diffusivity χpert

e ). χ is to some
extent a weighted sum of the differences between
the experimental and simulated quantities. Lower
χ represents better agreement between experiment
and simulation, with χ < 0.5 being defined as
generally agreeing, and χ > 0.5 being defined as

generally disagreeing. Using Qe, Qi, and χpert
e (from

the exponential fit) in this metric for the heat flux
matched simulation gives χ = 0.05, indicating excellent
agreement. This is better than any of the agreements
found in Reference [30], though different constraints
were used there.

A final application of these GENE simulations
concerns the experimental trend of perturbative
diffusivity with collisionality observed in Figure 2 (b) in
Section 3. The experimental discharge that formed the
basis for the GENE simulations in this section (AUG
33585) is circled in Figure 2 (top left of the plot). In
order to see if GENE reproduces the same general
trend of perturbative diffusivity with collisionality,
the GENE collisionality (νGENE is called νc in the
GENE code) was artificially raised by an order of
magnitude from the flux matched simulation, with all
other parameters left the same. The same was done
for two of the simulations that scanned a/LTe in order
to calculate the perturbative diffusivity (a/LTe 12%
above and below the flux matched simulation). These
three new simulations were then used to calculate the
perturbative diffusivity at the new collisionality.

This resulted in a perturbative diffusivity of
0.23m2/s, a decrease by a factor of 33 compared to
the nominal collisionality for the flux matched case,
which gave 8.8m2/s. Based on the experimental
trend of ν−0.44

GENE , one would expect the simulation to
reduce by a factor of roughly 3 when the collisionality
is increased by a factor of 10 (10−0.44 ≈ 0.36).
The simulation therefore overestimates the dependence
of perturbative thermal diffusivity on collisionality,
predicting a much stronger decrease in perturbative
diffusivity with increasing collisionality.

The authors realize that scanning collisionality
independent of density and temperature is not
experimentally realistic, but this simulation scan
is intended only to evaluate the impact that the
collisionality has on the perturbative diffusivity
independent of other effects. The discrepancy may
therefore be explained by the interdependence of the
collisionality with other plasma parameters, such as
the density, temperature, ion temperature to electron
temperature ratio, effective charge, and others.

One interesting observation, however, is that the
very small value predicted for the perturbative diffu-
sivity, 0.23m2/s, is much closer to the values predicted
by ion-scale gyrokinetic simulations of higher collision-
ality Alcator C-Mod plasmas in References [5, 6, 7, 8].
In other words, when the collisionality of the discharge
considered in this study is artificially increased to be of
similar magnitude as that observed in Alcator C-Mod
plasmas, a similar order of magnitude underprediction
of the expected experimental perturbative diffusivity
is observed. This result suggests that perhaps the low
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collisionality of the plasma simulated in this work is
related to to the close agreement between the exper-
imental and predicted perturbative diffusivity, as op-
posed to the disagreement with ion-scale simulations
observed in higher collisionality plasmas. This may be
related to the impact of the collisionality on the rela-
tive strength of ITG and TEM turbulence, as discussed
above, but further investigation will be the topic of fu-
ture work.

4.4. Interpretation of GENE Results

The results from GENE presented in this study fit
nicely into a larger story that has been built over
the course of many validation studies in recent years.
Various studies in recent years have made increasingly
clear the importance of multi-scale effects and cross-
scale coupling in gyrokinetic simulations of some
plasma discharges, with References [5, 6, 8, 11, 12,
39, 40, 41, 42], as just a few examples. Some of
this work has indicated that comparing more than
just experimental heat fluxes to the simulation results
is necessary to fully differentiate multi- and ion-scale
models. For example, in Reference [8], both ion-scale
and multi-scale simulations are able to simultaneously
match the electron and ion heat fluxes, albeit at
slightly different input gradients, but only the multi-
scale simulation was able to correctly reproduce the
perturbative diffusivity (after ion temperature stiffness
effects were accounted for).

These and other references have suggested,
however, that multi-scale effects may not always
be important, and that in some plasmas ion-scale
simulations may be perfectly sufficient to describe
plasma transport. Practically, such a conclusion
would mean that it is not always necessary to run
computationally expensive multi-scale simulations in
order to correctly simulate plasma behavior. The
plasma simulated in this paper seems to be one such
case.

The previous section commented on the apparent
connection between the plasma collisionality and the
necessity of multi-scale effects to correctly match
the perturbative diffusivity, and the fact that this
connection may be related to the relative strength of
ITG and TEM turbulence at long wavelengths. In
addition, past literature has proposed that one can
distinguish plasmas in which multi-scale effects are
important from those in which they are not, without
actually running multi-scale simulations, by comparing
the maximum growth rate from linear results at ion-
scales and electron-scales [11].

Specifically, one computes γhigh−k/γlow−k, where
γhigh−k is the maximum linear growth rate of any mode
above kyρs & 2.0, and γlow−k is the maximum linear
growth rate of any mode below kyρs . 2.0. Reference

[11] suggests that plasmas in which γhigh−k/γlow−k .
40 may not have significant multi-scale effects and that
ion-scale simulations would be sufficient. Reference [8],
however, presented a case in which γhigh−k/γlow−k ≈
30 and multi-scale interactions were required to match
the perturbative diffusivity (but not the heat fluxes),
so the cutoff of γhigh−k/γlow−k . 40 may be somewhat
lower than previously estimated.

Based on the linear results for the discharge
considered here, presented in Section 4.1, this ratio
is γhigh−k/γlow−k ≈ 19 for the nominal experimental
parameters and γhigh−k/γlow−k ≈ 15 for the flux
matched simulation. These values are both much lower
than for the plasmas considered in References [8, 11,
12], and are consistent with the hypothesis that a lower
value of γhigh−k/γlow−k leads to decreased importance
of multi-scale effects. Collisionality may also impact
this ratio, combining several sets of observations in
this work. The results presented here, combined
with those from past work, suggest that the cutoff
in γhigh−k/γlow−k may be somewhere in the range of
20 to 30, as opposed to the value of 40 previously
hypothesized.

5. Conclusions

This paper has presented the first measurements of the
electron perturbative thermal diffusivity on ASDEX
Upgrade using partial sawtooth-generated heat pulses.
Calculating the perturbative diffusivity by averaging
together the results of many individual pulses and by
computing the perturbative diffusivity from a single
‘composite’ pulse were shown to agree, resolving one
difference in the way that past literature calculated this
quantity. The perturbative diffusivity measured with
partial sawteeth was also compared to that measured
with modulated electron cyclotron heating, which is
a more established measurement method, finding good
agreement (with the caveat that the radial ranges don’t
quite overlap). This method was applied to many
ASDEX Upgrade discharges and combined with data
from Alcator C-Mod, finding cross-machine trends
between perturbative diffusivity and collisionality.

This partial sawtooth measurement technique was
then utilized in a validation study of the gyrokinetic
code GENE. An electron-heated L-mode plasma on
ASDEX Upgrade was chosen, and simulated with local,
non-linear, ion-scale simulations at ρtor = 0.49. Linear
analysis revealed that this plasma was strongly mixed-
mode in the ion-scales, with ion- and electron-modes
alternating dominance for the nominal experimental
parameters. Nonlinear simulations were able to
simultaneously match both ion and electron heat fluxes
within experimental uncertainty; though this required
changing both a/LTi and a/LTe within uncertainty.
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This work is the first to show that an ion-scale
gyrokinetic simulation is able to simultaneously match
the perturbative thermal diffusivity, ion heat flux, and
electron heat flux of an experimental plasma. Past
ion-scale studies have shown robust underprediction
of the perturbative diffusivity, motivating the use of
multi-scale gyrokinetic simulations. The very low
ratio of γhigh−k/γlow−k . 20 may be responsible for
the lack of importance of multi-scale effects in this
plasma and thus the good experimental agreement with
an ion-scale simulation. The effect of increasing the
simulation collisionality on the predicted perturbative
diffusivity was also investigated. This work provides
direct evidence that multi-scale simulations are not
required to correctly simulate all plasmas, and that
linear stability results may help differentiate between
plasmas in which multi-scale effects are and are not
important.
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