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Abstract 
Heat flux profiles inferred from a reciprocating probe at the outer midplane of the TCV 

tokamak during inner wall limited discharges feature radial fall-off lengths that shorten near the 
last closed flux surface (LCFS) consistent with the so-called “narrow feature”. The narrow feature is 
significantly wider on the outboard side compared with that measured on the inner wall by infrared 
(IR) thermography, so it is difficult to discern from the main SOL feature. After small shifts were 
applied for alignment, the fraction of the power contained in the narrow feature matches between 
inboard and outboard measurements and they scale together with plasma current Ip, suggesting that 
we are observing the same phenomenon. 

The outboard side fall-off length within the narrow feature is found to scale closely with the 
radial correlation length of the edge turbulence as expected if the narrow feature arises due to 
radially sheared ExB flows. This is found to hold true even for cases where the narrow feature is 
weak and the fall-off lengths are approaching that of the far scrape-off layer. 

After the small shifts for alignment, non-zero floating potential profiles were found to match 
between inboard and outboard sides. A simple model of polarization and diamagnetic cross-field 
currents is described, which is consistent with the shape of these floating potential profiles. The 
model predicts that the floating potential at the LCFS must be negative, which supports the 
argument to shift the upstream measurements.  The predicted currents are also consistent with the 
ExB flows believed to cause the narrow feature.  The model is used to predict the magnitude of the 
floating potential of the LCFS, and the results are found to match measurements for all values of Ip.  

This paper therefore demonstrates consistency between the measurements of the narrow 
feature on the inboard and outboard sides of the plasma, as well as consistency between the 
measurements, non-linear turbulence simulations, and analytical models of the narrow feature 
arising from sheared ExB flows.  

                                                 
* See the author list of H. Meyer et al., Nuclear Fusion FEC 2016 Special Issue (2017) 
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1. Introduction 

ITER will ramp-up with an inner wall limited (IWL) plasma, with parallel heat 

fluxes of about 25 MW/m2 to the central column for more than 10 s before divertor 

formation becomes possible [1,2]. The ITER central column first wall modules were 

designed to distribute heat fluxes assumed to be described by a single exponential 

fall-off length of a few cm [1,3].  This decision was based on a multi-machine 

database of heat flux profiles for IWL plasmas using reciprocating probe 

measurements from the outboard side scrape-off layer (SOL), [4–7] which were 

found to be approximately exponential.  

However, heat flux profiles taken on the inboard side using infrared (IR) 

thermography show that the heat flux is several times higher than predicted in a 

narrow region just outside the last closed flux surface (LCFS). This narrow feature 

was first observed in limiter machines in the 1980s and 90s [8–11], but the 

importance of this phenomenon was not realized until dedicated experiments were 

performed in JET [12] with follow-up experiments in other machines [13–15], 

including one experiment at DIII-D where IR measurements and an inboard side 

swinging reciprocating probe [16] found matching results [17]. The narrow feature 

has been shown to increase the peak parallel heat flux by factors of 2-7 [18], 

exceeding engineering tolerances. Indeed, melting at the apex of JET’s ITER-like 

central column limiters [19,20] is now believed to have been caused by the narrow 

feature [21]. 

Following the discovery of the narrow feature, additional outboard side 

measurements were taken in dedicated experiments with no consensus being 

reached whether the narrow feature existed on the outboard side. Alcator C-Mod 

RCP measurements show narrow features match in multiple poloidal locations in 

IWL plasmas [15], and diverted plasmas as well [22], which has not been reported in 

other machines. Experiments in COMPASS [13] found a modest change in fall-off 

length of the outboard RCP heat flux profiles, but this was found to always be at or 

inside the LCFS. DIII-D experiments found little clear indication of the narrow 
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feature from the outboard side or the bottom of the plasma [17]. A recent study in 

KSTAR reported that the narrow feature was observed on the outboard side, roughly 

matching the IR camera results on the inboard side [23]. Within these references, the 

discussion of outboard side measurements of the narrow feature is limited, further 

suggesting that no clear conclusions have been made. 

It was necessary to redesign the ITER central column to accommodate for the 

narrow feature before a physics understanding of the phenomenon could be 

developed [18]. These insights are badly needed, or future fusion devices will 

continue to be vulnerable to unpredicted heat fluxes.  

In this paper, we will attempt to unify the existing multi-machine dataset by 

explaining why the narrow feature is nearly ubiquitous in inboard side 

measurements while it is rarely observed in outboard side measurements [13–15,17]. 

We will examine in detail how the LCFS is identified in upstream measurements in 

sections 2.2 and 2.3 since this determination strongly influences the identification of 

the narrow feature. In section 2.4, we will show that the narrow feature does exist on 

the outboard side, but that it is easy to overlook because it is weaker in ||q  

magnitude and has a longer fall-off length compared to the inboard side. In section 

3.1, we will show that the narrow features on the inboard side and outboard side 

contain a constant fraction of the SOL power, and that this fraction varies with 

plasma current pI . The fall-off length of the narrow feature also varies with pI  

consistent with predictions of turbulence-based models describing the narrow 

feature. In section 3.2, we investigate the differences between the inboard and 

outboard side measurements, and show that the poloidal asymmetries are similar to 

those seen in numerical simulations. Finally, in section 3.3 we will test predictions of 

turbulence-based models describing the narrow feature in relation to cross-field 

current circulation in the SOL.  

2. Experimental Methods 

The experiments were performed in the Tokamak à Configuration Variable 

(TCV) which has central column tiles that were shaped in order to minimize the heat 

fluxes [24]. Previous work [25,26] describes the set of inner wall limited discharges, 
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in which scans of plasma current pI , line average density en  , elongation κ , and 

triangularity δ  were performed in deuterium and helium. These studies confirmed 

the existence of a sharp narrow feature a few mm wide on the inboard side based on 

the IR camera measurements. The wall Langmuir probes were used to show that 

currents flow towards the target in the first few mm, resulting in a negative drop in 

floating potential fV . It was also shown that the amplitudes of the fV  drop and the 

narrow feature were correlated and that both decrease in magnitude with increasing 

collisionality. At high collisionality (exact values depend on how it’s calculated 

[25,26]) the ||q  profile could be described by a single fall-off length qλ  for the entire 

SOL, and fV =0V across the entire SOL. 

In this work, we limited our discussion to results from the  scan in 

deuterium with major radius R = 0.88 m, minor radius a = 0.22 m, κ  = 1.4, δ  = 0, 

en =2.4X1019 ± 0.3X1019 m-3. A characteristic equilibrium is shown in Figure 1 with 

the locations of the reciprocating probe, the IR camera field of view, and the wall 

Langmuir Probes[27] labeled therein. The Last Closed Flux Surface (LCFS) obtained 

from LIUQE equilibrium reconstruction is shown by the thick line, which is limited 

against the inboard wall on the left.   was scanned from discharge to discharge 

from a minimum of 85 kA to a maximum of 210 kA (see Figure 2 a). The line 

averaged density (b) was held constant across the scan, and was stable from 0.4s 

through to the end of the discharges. The ohmic power varies with , and is also 

well controlled. RCP data was taken at 1.6 s, which is during the steady-state phase 

of the discharge.  

2.1. The fast reciprocating probe 
The outboard side measurements were taken using a 10 electrode fast 

reciprocating probe [28], which is actuated using a helium piston driven at 60 psi. A 

linear potentiometer is used to record the reciprocation depth as a function of time, 

which is then used to determine the electrode position within the plasma vessel. The 

probe moves relatively slowly when compared to plasma control system timescales 

(see Figure 3). Therefore, the normalized coordinates ( sepR R−  taken at the outer mid-

pI

pI

pI
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plane) shown in this paper have been calculated at 1ms time resolution, which 

corrects for these oscillations in the LCFS position. The electrodes are arranged as 

several individual diagnostics (see Figure 4).  The double probe consists of two 

electrodes, and the power supplies that provide a bias between them. The entire 

system is electrically isolated and maintains a voltage at the floating potential of the 

plasma, reducing the power supply requirements needed to maintain saturation. The 

voltage across the two electrodes is swept ±300 V at 1kHz, providing I-V 

characteristics every 0.5 ms with fitted values of electron temperature , saturation 

current  and electron density . For this study, we utilized a sheath expansion 

corrected I-V fitting function which is described in more detail in [29]: 

tanh
2 /

off
sat coll off

e

V V
I J A I

kT e
− 

= + 
 

   
 

Eqn 1a 
 

0coll p shA A l l= +  Eqn 1b 
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/
p

sh Debye
e
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l

kT e
λ

−
=  Eqn 1c 

offI , and offV  are fitted parameters that exist only to ensure the tanh function is 

fit to symmetric data. The collection area collA  accounts for sheath expansion using 

the Child-Langmuir law (Eqn 1c). 0A  is the surface area of the electrode, pl  is the 

effective perimeter of the electrode, which is approximated as 03pl A= , shl  is the 

Debye sheath thickness, and Debyeλ  is the Debye length.  

The fluctuations diagnostic is comprised of an ion saturation electrode (biased 

to -400V) and an array of 5 floating potential electrodes, designed for a bandwidth 

ranging from dc to 5 MHz. In these ohmic discharges, the spectral power of the satI  

and fV  signals drop to the noise floor at approximately 300kHz. 

2.2. Identifying the last closed flux surface  
In order to assess the existence of the narrow feature, it is essential to know the 

location of the LCFS with an uncertainty that is of similar or smaller width to the 

radial fall-off length of this feature. We will show that the profile alignment 

uncertainty between the measurements from the RCP and those taken at the central 

eT

satJ en
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column can be reduced to the radial length of the electrodes for sheath-limited 

conditions.  

In the TCV tokamak, the plasma equilibrium is calculated using the LIUQE 

code [30]. The noise in the magnetic probes signals, and spatial alignment errors 

accumulate in the equilibrium reconstruction resulting in a systematic error in the 

radius of the LCFS that is typically less than ± 5mm (see section 2.3), so it is 

commonly necessary to apply small shifts to correct profile coordinates. 

The LCFS position can be estimated via power balance [31,32], but a significant 

power balance shortfall is observed in TCV with the output power determined from 

either the RCP ||q , the IR camera ||q , or even the IR camera q⊥  (which should double-

count some portion of the radiated power). This is due in part to the fact that the 

bolometric system in TCV underestimates the radiated power because the gold foil 

bolometers are reflective at visible wavelengths, and thus underestimate the radiated 

power by a minimum of 13-15% [33].   

In the simplest case of no sheath currents, the floating potential of a Langmuir 

probe is fV  ≅ 0 V throughout the SOL until the probe crosses the LCFS at which 

point fV  begins to drop sharply as the radial electric field rE  is determined by the 

force balance equation [34]. The transition makes the RCP a self-aligning diagnostic, 

allowing us to identify the location of the LCFS with an accuracy of ± 2-5 mm 

depending on plasma conditions and interpretation methodology. However, this 

approach provides a marginal improvement in precision with respect to the LCFS 

obtained from equilibrium reconstruction, and therefore it is still not accurate 

enough to allow a clear identification of the narrow feature. 

Figure 5 shows fV  as measured by the flush-mounted wall probes and the RCP 

taken in the same discharges for three values of pI  with corresponding SOL 

collisionality values *
SOLν  [35] calculated from upstream plasma conditions taken 

from the RCP near the LCFS.  The profiles are shifted to overlap. The wall-mounted 

probes show a drop in fV  within the SOL which have been shown to increase in 

magnitude with decreasing collisionality [25,26]. The fact that the fV  drop extends a 

short distance into the SOL is an important prediction for a turbulence model and 
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simulation describing the narrow feature [36] which will be discussed in section 3. 

fV  is also seen to form a positive non-zero feature spanning from sepR R−   = 2mm to 

10mm into the SOL which balances the negative fV  drop (i.e. the total positive and 

negative currents to the limiter sum approximately to zero when estimated using 

RCP data). We will show in section 3.3 that the positive and negative features are the 

result of cross-field current circulation in the SOL. 

In Figure 5a) where pI =190 kA, one notes the agreement in the shape and 

magnitude of the sharp drop as well as in the positive feature.  Similar agreement is 

seen for other discharges for pI ≥110 kA (see Figure 5b where pI =110 kA, where the 

features are reproduced, although a small offset is observed in the far-SOL where the 

collisionality is higher). Both traces become flatter with decreasing pI  with no 

noteworthy features (positive or negative) when pI <100 kA as is shown in Figure 

5c) with pI =85 kA. 

We assume therefore that the floating potential is approximately constant no 

matter where it is measured along the field-lines when the collisionality is 

sufficiently low (specifically, when pI ≥110 kA, *
SOLν ≤ 10). We assert that shifting the 

RCP measurements to obtain agreement with fV  measured by the wall probes 

reduces the systematic error in the normalized coordinates between these two 

locations down to the radial length of the electrodes (± 0.75 mm). The profiles in this 

paper have therefore been shifted by a few mm (from the LIUQE estimate –solid 

blue line- to the current axis –dashed line- in Figure 5) to align the fV  profiles 

between upstream and target measurements.   

For cases where pI <100 kA, aligning the profiles is more difficult, and the RCP 

profile is shifted such that the drop in fV  is placed just inside the LCFS, such that fV

is approximately constant outside the LCFS in agreement with the wall probes. We 

note however, that radial fall-off lengths are large and relatively constant for these 

cases, and that the narrow feature is negligibly small regardless of any shifts made to 

the RCP profiles. 

Furthermore, for conditions where collisionality is low (i.e. the pI =190 kA *
SOLν

=2.5 case) the absolute uncertainty in the location of the LCFS in the RCP profiles has 
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also been reduced such that it is comparable to the uncertainty of the LCFS location 

from the wall probe measurements, which is mainly due to tile misalignment and to 

the error in the height of the magnetic axis in the LIUQE reconstruction. Requiring 

that fV < 0 at the LCFS is consistent with an analytical model that the narrow feature 

arises from sheared ExB flows [36], non-linear turbulence simulations of the narrow 

feature [36], the SOL-current model (section 3.3), as well as SOL current balance 

against the fV > 0 feature. We estimate the total uncertainty in the LCFS position to 

be (-1.5mm, +0.75mm) for the lowest collisionality discharges.  Having this level of 

accuracy in the location of the LCFS provides an opportunity to evaluate other 

commonly used methods for defining the location of the LCFS in upstream 

measurements. 

2.3. Alternative methods for identifying the last closed 
flux surface 

In order to compare profile measurements at different poloidal locations, it is 

standard practice to apply small shifts to the profiles to correct for errors in the 

magnetic reconstruction. While there is no standard practice in the field, the data in 

this study suggest that the narrow feature and its associated SOL-currents have a 

confounding effect on two methods that are commonly used with reciprocating 

probes. It is therefore important to understand how the accuracy of these methods 

change in conditions where the narrow feature is present.  

1.1.1. The maximum gradient in Er 

The first method we shall evaluate is that the LCFS coincides with the 

maximum gradient in Er, or at the minimum in the second derivative of the plasma 

potential 2 2/plV R∂ ∂ . This prescription is supported by work in stellarators [37] 

where the LCFS position can be verified when no plasma is present. However, this 

method has its drawbacks. The uncertainty is typically large when taking the second 

derivative of a measured quantity, and the result depends strongly on how the data 

is fit or smoothed. Furthermore, it is difficult to measure pV  directly, so it is typically 

necessary to calculate it as 2.5p f eV V T= + , necessitating a fit of the eT  profile as well, 
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and introducing the scatter in that quantity. Example fits of pV  and fV  are shown in 

Figure 6 (a) and their second derivatives are shown in Figure 6 (b) for the pI  = 190 

kA case. 9th order polynomials fits were used for fV  and  eT  to provide close fits with 

dynamic 2nd derivatives. This results in some over-fitting where the profiles truncate, 

but not in the region of interest. The grey region in (a) shows the scatter in the fV  

measurement from intermittency. The grey line in (b) shows 2 2/fV R∂ ∂  taken from 

local 2nd order polynomials fit over 5mm of data, and is meant to represent the 

scatter in that value. The scatter in pV  and 2 2/plV R∂ ∂  are not shown, as they are off-

scale. The minima in the polynomial fits to 2 2/fV R∂ ∂ and 2 2/plV R∂ ∂  agree, likely 

because the fits tend to smooth. It is possible that higher resolution eT  profiles would 

produce a sharper inflection point, affecting the minimum more.  

We find that the minimum in 2 2/fV R∂ ∂ occurs 1-3mm outside the LCFS, 

roughly where fV =0, and therefore violating SOL current balance. The SOL-currents 

associated with the narrow-feature require that fV drops quickly in a region outside 

the LCFS roughly the width of the poloidal gyro radius (~7mm in this case). This 

pushes the minimum in 2 2/fV R∂ ∂ away from the LCFS and into the SOL. 

1.1.2. The velocity shear layer 

The second method we will evaluate proposes  that the poloidal phase velocity 

of the turbulent structures have opposite signs on either side the ‘Velocity Shear 

Layer’ (VSL), and that the VSL coincides with the LCFS [38]. This method is 

attractive because the change in sign of the poloidal phase velocity occurs rather 

abruptly, and its location tends to be invariable with differences in methodology in 

calculating the phase velocity.  

To find the VSL location, we used the cross-correlation method [38–40] between 

the floating potential from two poloidally separated fV  electrodes. A bandpass filter 

was first applied to the fV  traces with a low cutoff frequency of 12 kHz, which is just 

above the 10 kHz typical switching frequency of the fast power supply that drives 

TCV’s vertical stability control coils[41]. The high cut-off frequency has little effect 
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on the cross-correlation results so long as it is set above the noise floor at 300kHz, so 

for this paper it was set at 1.2 MHz, which is just below the Nyquist frequency. The 

cross-correlation was applied over 250 μs time windows as: 

( )( ) ( ) ( )
0

0

125

1 2 1 2
125

t s

f f f f
t s

V V V t V t dt
µ

µ

τ τ
+

− − − −
−

= +∫  Eqn 2 

This time window typically contains between 5-9 distinct turbulence events. A 

Gaussian was fit to the resulting function which has a width defined as the 

decorrelation time cτ  and which is centered at shiftτ , representing the average time 

delay between the passing of a turbulent structure over the two separated electrodes. 

The poloidal velocity is calculated as  

/z shiftV δ τ⊥ =  Eqn 3 
 where zδ  is the vertical separation between the electrodes. See example in 

Figure 6 c). The square datapoints were calculated using the Vf-mid and Vf-top 

electrodes (electrodes are labeled in Figure 4), which are separated by zδ = 4mm. The 

triangle datapoints were calculated using the Vf-bottom and Vf-top electrodes, which are 

separated by zδ = 10mm. The two datasets agree well, and both show an abrupt 

change in sign 3.8 mm outside the LCFS.  The actual change in phase velocity has 

been shown to occur more gradually when the radial phase velocity is accounted for 

[38], but this does not change the radius at which the phase velocity changes sign, so 

it does not change the predicted radius for the LCFS.  

The VSL occurs close to the maximum in pV , which is consistent with the 

theory that one of the main driving forces for the poloidal velocity is ( ) 2/rE B Bφ φ× . 

The VSL systematically occurs outside of the LCFS. If (as we believe) the narrow 

feature is caused by a region of poloidal velocity shear that exists just outside the 

LCFS (see section 3 and [36]), then it is likely that the VSL should also be pushed into 

the SOL by a distance on the order of the width of the narrow feature.  

In Figure 5, the vertical lines represent different methods used to identify the 

location of the LCFS in RCP profiles. The black dashed line is at R-Rsep = 0 and is 

the LCFS location defined by enforcing agreement in fV . The solid dark blue line 

indicates the normalized coordinate of the LCFS defined by the LIUQE equilibrium 
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reconstruction code. The dotted purple line represents the minimum in 2 2/fV R∂ ∂ , 

and the dot-dashed red line represents the VSL.  

As expected, these methods for defining the LCFS disagree by several mm. 

LIUQE appears to have a random uncertainty, disagreeing with our prescription by 

up to 4 mm. As the narrow feature diminishes, the disagreement between these 

methods becomes smaller (Figure 5 b). Then, at the highest collisionality (Figure 5 c), 

the change in the fV  gradient has become more subtle, and the poloidal phase 

velocities are small. The weaker transition increases the uncertainties for all 

alignment methods (except for LIUQE) making the disagreement become 

correspondingly larger.  

It is important to note that the VSL and the minimum in 2 2/fV R∂ ∂  occur due to 

the transition from closed to open field-lines, and that both phenomenon occur close 

to the LCFS. Their precision is well within the poloidal gyro radius for all conditions 

tested ( polρ =7 mm for pI  = 190 kA). That is to say that the VSL and the min 

2 2/fV R∂ ∂  methods are not incorrect, but their accuracy is limited to several Larmor 

radii. Specifically, the accuracy in locating the LCFS is wider than the precision with 

which one can identify the VSL or the minimum in 2 2/fV R∂ ∂ .  Caution is advised for 

any study which depends on an alignment accuracy better than several Larmor radii 

(which includes this paper). 

2.4. Determining q|| from reciprocating probe 
measurements 

We estimate the parallel heatflux using the sheath-limited approximation, and 

normalize all values and coordinates to the outer mid plane (OMP) consistent with 

[12,25,26].  

||
arg

OMP e
sat sat pot

t

B kT
q j j

B e
γ ε

  = +     
  Eqn 4 

We expect for fieldlines intersecting the target at angles > 1° [42], which 

they do for all data shown in this paper. The potε  term was set at 15.8 eV, which 

represents the recombination energy for D2, and is typically negligible for these 

conditions. The IR camera analysis methods are discussed in [25].  

5 3γ = ±
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Figure 7 shows eT , and satJ  measured by the RCP, and the resulting ||q  for the 

pI  = 190 kA and pI  = 110 kA cases in the left and right columns respectively. In part 

c), one can clearly see that the ||q  fall off length is not constant as a function of radius, 

and that the profile steepens in the final 1-2 centimeter outside the LCFS and into the 

confined region.  

The green datapoints in c) were calculated from the green eT  trendline, and the 

satJ datapoints. These data were fitted with a sum of exponentials: 

( ) ( )
|| ||0 ||0

|| ||

exp exp

narrow feature main-SOL feature

sep sepnear far
near far
q q

R R R R
q q q

λ λ

   − − − −
   = +
      

 

 Eqn 5 

giving the fit values
||

5.1 0.5near
qλ = ± mm and

||
38 18far

qλ = ± mm. Using the blue ||q  

datapoints (which are calculated using the individual eT  datapoints) produces 

similar results but with larger parametric uncertainties, which are given as the 2σ 

uncertainty calculated from the covariance matrices of the least-squares fits. The 

purple dot-dashed and red dashed lines represent the individual exponentials for 

the near-SOL and far-SOL respectively. In part h) we see a similar inflection point in 

the  profile that occurs significantly closer to the LCFS (
||

3.4 1.2near
qλ = ± mm and

||
28 8far

qλ = ± mm). This is the lowest plasma current for which a narrow feature is 

discernable for the RCP data. 

In parts d) and i) we compare the  profile from the RCP (blue circles) against 

that from the IR camera (red squares). Note that the near-SOL decay length 

computed from the IR camera data is far smaller than that seen in the RCP data, (

||  IR
near
qλ  ~ 2mm for both subplots) while the decay lengths in the far-SOL nearly 

match. There is sufficient systematic uncertainty in the calculation of the RCP ||q  

values that we cannot draw conclusions from the absolute values.  

Unlike the sudden transition on the inboard side, the RCP data shows a 

gradual transition from a longer decay length in the far-SOL to a shorter decay 

length in the near-SOL that continues into the confined plasma. This is illustrated in 

parts e) and j) which show the local decay lengths taken from single exponential fits 

||q

||q

||q
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centered over 2cm of the unsmoothed ||q  RCP data (grey diamonds). The local decay 

lengths fit over 5mm windows (blue dots) show similar trends but with more scatter 

(some datapoints off scale).   

3. Discussion 

3.1. Narrow feature Ip scalings 
For comparisons against the theoretical fall-off lengths of the narrow feature, 

we will use ||
LCFS
qλ , which is the local fall-off length taken from a single exponential 

fitted to the first several mm outside the LCFS. In the majority of the profiles, ||
LCFS
qλ  

is approximately equal to ||
near
qλ  from the sum of exponential fit, but in cases where 

the narrow feature is weak and wide (as is the case in many of the RCP profiles), the 

near exponential does not represent a distinct region of the profile and ||
near
qλ becomes 

meaningless. This can be seen in Figure 7 h) where the purple dot-dashed line does 

not lay overtop of the data it is intended to represent, and the slope of the dot-

dashed line is steeper than any region of the profile.  

Figure 8a) shows the “narrow feature power fraction” for both the IR camera 

(triangles) and the RCP (diamonds) as a function of IP. We define the narrow feature 

power fraction as: 

||0 ||

||0 || ||0 ||

near near
qnear near

near near far far
SOL near far q q

qP P
P P P q q

λ
λ λ

≡ =
+ +

 Eqn 6 

There is no physical reason why /near SOLP P needs to agree across different 

poloidal locations, but it provides a way to quantify the normalized magnitude of 

the narrow feature that is less sensitive to minor deviations in the sum of 

exponentials fit than ||0 ||0
near far

qR q q= .   

For both diagnostics, the near-SOL feature weakens with decreasing pI  and 

becomes vanishingly small when  90 kA, at which point the entire SOL (both 

inboard and outboard) can be described by a single fall-off length equal to 
||

far
qλ .  

Good agreement is seen between the IR and RCP for /near SOLP P  with the exception of 

pI ≤
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one outlier at pI =210kA where /near SOLP P is larger for the RCP due to a larger ||
near
qλ

compared to the otherwise similar pI =190kA discharge. 

Figure 8b) shows 
||

LCFS
qλ  as a function of pI  for both diagnostics. On the 

outboard side, 
||  RCP
LCFS
qλ  is typically ~8mm, but as the narrow feature weakens, 

||  RCP
LCFS
qλ  

grows, approaching 
||

far
qλ  = 2.5-3.5 cm. On the inboard side,

||  IR
LCFS
qλ  follows a similar 

trend, but is typically ~3mm when the narrow feature is strong. A representative 

error bar shows the 2σ  parametric uncertainty for the 
||  RCP
LCFS
qλ  series. The same error 

bars for 
||  IR
LCFS
qλ  are smaller than the datapoints.  

For comparison, we over plotted the poloidal gyro radius, and the Larmor 

radius calculated at the outer LCFS as a function of polB  and 0iT  taken from the RCP 

data assuming 3i eT T=  . This fraction is based on iT   measurements made using 

retarding field analyzer data in the SOL from limited plasmas [43]. 
||  RCP
LCFS
qλ  on the 

outboard side is on the order of the poloidal gyro radius. 
||  IR
LCFS
qλ  is significantly 

shorter, and on the order of the Larmor radius. The Goldston Heuristic Drift scaling 

is shown as it was calculated in [44,45]. 

( )
||

5/8 1/87/162 17/8 1/4
1/8

9/8

1 425671
1 5 Goldston  all units SIt effLCFS

q SOL
p

a B ZAP
I R Z

κ
λ

+ +  
=   +   


 Eqn 7 

Where solP  is taken as the input power minus the radiated power, a is the minor 

radius, tB  is the toroidal field, R is the major radius of the magnetic axis, effZ  was 

taken as 1.8, A  was taken as 2.57, and Z  was taken as 1.19.  
||  Goldston
LCFS
qλ agrees with 

||  IR
LCFS
qλ  while the narrow feature is strong, but does not fit the data for pI  < 100kA.    

A recent paper estimated the narrow feature 
||

LCFS
qλ  from a balance between 

perpendicular transport driven by turbulence and parallel convection [36], which is a 

model for transport balance in attached, sheath-limited plasmas such as the ones 

presented in the present work. The turbulent saturation amplitude was obtained by 

balancing turbulence driven radial polarization currents against large sheath flows 

related to a velocity shear layer. The presence of a large drop in floating potential at 

the LCFS, such as the ones shown in Figure 5, support the physical assumption of a 
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large increase of the electron parallel velocity with respect to the sound speed, which 

is a key assumption of the model, and agrees with GBS non-linear turbulence 

simulations [36]. We also confirm the presence of large fluctuations within the VSL, 

which was also observed in the non-linear simulations. Considering a complex 

interaction between non-linearly saturated turbulence, sheath flows, and ExB shear, 

the following closed analytical expression is given for the gradient scale length: 

||

1/4 1/41

* *2 2 Halpern
LCFS x rad
q

k Lq qλ
ρ π ρ

−    
≈ =   

   
 Eqn 8 

Where xk  is the radial wavenumber, q is the safety factor, taken at the LCFS, 

and *ρ  is the normalized Larmor radius  s magRρ≡  where magR  is the major radius of 

the magnetic axis and with sρ  taken at the outer midplane. In practice, this means 

that turbulent transport constrains the narrow-feature 
||

LCFS
qλ  to the radial correlation 

length of the turbulence, scaled by a factor of ( )( )1/4
*1 / 2 / ~ 1qπ ρ  that depends very 

weakly on the plasma parameters.  

In order to test this model, the radial correlation length radL  was calculated using 

the cross-correlation method shown in Eqn 2, using the same band-pass filters and 

time-windows. In this case, the time-traces from the two radially retracted fV  

electrodes (Vf-radial +ϕ and Vf-radial –ϕ in Figure 4) were averaged together, and were 

cross-correlated against the signal from Vf-mid. The radial correlation length is 

calculated as 

c
rad r

shift

L τδ
τ

=  Eqn 9 

where the electrodes have a radial separation of rδ  = 1.57 mm.  

||  Halpern
LCFS
qλ was estimated by taking an average of measured radL  values across the 

first 5 mm of the SOL. We utilized a robust mean such that values outside of 2 

standard deviations were flagged as outliers and omitted from the mean. 
||  Halpern
LCFS
qλ is 

plotted in Figure 8b) (circles) and we note that 
||  Halpern
LCFS
qλ  and || RCP

LCFS
qλ  agree within the 

accuracy of the measurements for all values of pI , even for conditions where the 

narrow feature is weak. The fact that
||  Halpern
LCFS
qλ  is approximately equal to the poloidal 

gyro radius is also a prediction made in [36]. However, 
||  Halpern
LCFS
qλ  does not appear to 
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agree with the smaller values of || IR
LCFS
qλ , and the reason for this disagreement and for 

the poloidal asymmetry in general is not known. See section 3.2.  

In summary, the fact that the narrow feature power fraction from the IR camera 

and the RCP agree and that both vanish for pI  ≤ 90 kA suggests that the diagnostics 

are observing two sides of the same phenomenon. The narrow feature is expressed 

more prominently on the inboard side, and is wider on the outboard side. The 

outboard side narrow heat flux feature fall-off length || RCP
LCFS
qλ  matches the predicted 

lengths 
||  Halpern
LCFS
qλ  both for conditions where the narrow feature is strong, and (more 

surprisingly) for conditions where the narrow feature is weak, which lends 

considerable support for the model. 

3.2. Poloidal Asymmetries and comparison to GBS 
Simulations  

The poloidal asymmetry between the narrow feature observations on the 

inboard and outboard sides is clearly seen in Figure 7 and 8. The fact that the change 

in decay length presents itself rather weakly on the outboard side combined with the 

inherent uncertainty in the location of the LCFS explains why measurements taken 

in outboard and other poloidal locations in several devices [4–7, 13,17] showed little 

or no evidence of the narrow feature.  It is thus suspected that the poloidal 

asymmetry in the narrow feature is inherent in the physics causing it, which can be 

confirmed by interrogating simulations of these IWL discharges.  

Simulations using the Global Braginskii Solver (GBS) code [46] have shown a 

steepening in the pressure and ||q  profiles which are consistent with the existence of 

the narrow heat flux feature [36,47]. Nespoli et al. discusses the poloidal asymmetry 

in depth, showing that the narrow feature occurs in the pressure channel and 

showing that 0
nearp  and near

pλ  change as a function of poloidal angle [47]. The 

magnitude of the narrow feature is stronger on the inboard side, and weaker on the 

outboard side (especially at the top of the plasma) which is consistent with our 

observations. near
pλ  changes with poloidal angle, but it increases in width, rather than 

decreasing in width at the target.  
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The theoretical analysis in [36] assumes that poloidal asymmetries are 

negligible, but the ||0
nearq  in the simulations does change by more than factor of 2. One 

example from the low collisionality simulation can be seen in Figure 1 in that paper 

(we have reproduced the relevant parts here in Figure 9a). The narrow feature on the 

inboard side below the limiter is clearly stronger and steeper than at the outboard 

midplane, while the far-SOLs are more similar in terms of fall-off length and ||q

magnitude. The local fall-off length is shown in Figure 9b) as a function of radius for 

the two profiles above, showing gradual changes in fall-off length as a function of 

radius similar to those seen in Figure 7 e) and j).   

In these simulations, the narrow feature presents itself in the macroscopic heat 

flux channels (i.e. the eT  and en  profiles). The poloidal asymmetries in the narrow 

feature are therefore also expressed as poloidal asymmetries in the radial gradients 

of the eT  and en . This is true even in the simulations that were performed at low (i.e. 

sheath limited) collisionalities, where parallel temperature gradients exist due to 

parallel momentum loss terms that are not considered in the two point model [48]. 

These parallel gradients are large enough for asymmetries in the radial ||q  gradients 

to exist. Indeed, this is important for the SOL current circulation model in section 3.3, 

which depends on poloidal asymmetry in order for the currents to close within the 

SOL (see the Tδ  term in Eqn 11).  

We have shown that poloidal asymmetries in the narrow feature and in the 

radial gradients exist in the experimental measurements and in the simulations. The 

simulations show an increase in the ||0
nearq magnitude of the narrow feature at the 

target consistent with experimental measurements, but the behaviour of 
||

r
q
neaλ is not 

consistent. While we have demonstrated that poloidal asymmetries can and do exist, 

we have not found any direct reason for ||0
nearq to be higher on the inboard side 

compared to the outboard side. The asymmetries shown in this paper suggest that 

the ability to predict the poloidally averaged narrow feature profile will not be 

sufficient, and that further study of these poloidal asymmetries is needed to be able 

to predict the heat flux profiles at the inner wall target.  
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3.3. Scrape-Off Layer Current Circulation 
While sheath currents to the target are not directly responsible for the heat-flux 

of the narrow feature [49,50], measurements in TCV show that the amplitude of the 

resultant non-zero fV  at the limiter is strongly correlated with the power in the 

narrow feature [25,26]. Also, recent numerical simulations predict that polarization 

cross-field currents due to turbulent fluctuations in the near-SOL results in parallel 

currents flowing through the sheath [36]. The analytical model in the same reference 

then shows that these currents and the resulting drop in fV  are directly related to the 

narrow feature. We will therefore explore the physics of the circulating currents in 

the near-SOL with the aim of providing further insight into the narrow feature.   

In addition to the contribution from the polarization cross-field current, it is 

further predicted [36,51] that a smaller yet opposite contribution from the 

diamagnetic cross-field current arises in the transition between the near-SOL and the 

far-SOL. Based on these facts, we use here a simple (yet useful) model that captures 

these effects and provides estimates for the values of fV  [51]. The model is based on 

an approximate time-averaged and poloidally-averaged charge balance equation, 

|| || 0j∇ + ∇ + ∇ =pol diaj j  , and leads to an expression for the floating potential, 

( )ln 1f eV T= − + ∆  Eqn 10 
where the function ∆  determines whether there are electron currents to the 

sheath (∆   > 0 ), no sheath currents (∆   = 0 ), or ion currents to the sheath (∆   < 0 ). 

This function is approximately given by  
2

2 12
5

s s

s p p

Tq
k Tθ

ρ ρδπ
ρ λ λ

    
 ∆ = −           

 Eqn 11 

where q  is the safety factor, skθ ρ ≈  0.1 is taken to be constant, pλ  is the 

equilibrium pressure radial fall-off length, and / / /e e i iT T T T T Tδ δ δ= +  is the 

temperature poloidal asymmetry, which can be estimated with the difference between 

the temperatures at both ends of the field line. Here pλ  and /T Tδ  are seen as functions 

of the radius, r, and so ( )r∆ = ∆ . The first term in Eqn 11 is the polarization current 

contribution due to turbulent fluctuations and has been estimated assuming that (i) 

resistive ballooning modes are dominant, (ii) saturation of fluctuations occurs due to 
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the gradient removal mechanism [52], and (iii) there is no effect of shear flows on mode 

growth (which overestimates the term). The second term in Eqn 11 is the diamagnetic 

current contribution, which is only non-zero due to finite magnetic curvature and 

gradients, and whose poloidal average does not vanish when temperature 

asymmetries are present. Simulations have shown that / ~ 0.1 0.2T Tδ − [48], although 

these were carried out in small circular cross-sections. Finally, the parallel current has 

been estimated using the standard ( )/
|| 1 f eV T

sj enc e−= − .  

The picture of how currents circulate in the SOL emerges as depicted in Figure 

10. Radially increasing polarization currents push ions radially outward in the near-

SOL; the sheath must then evacuate electrons to compensate the loss of charge (Vf < 0, 

region I of Figure 10). As pλ  becomes larger, the increase in polarization current is 

reduced; also, temperature asymmetries may have built up and produce diamagnetic 

currents that push electrons radially outward; the sheath is then relieved from the task 

of compensating (Vf ≈  0, r=r1 in Figure 10). The polarization contribution dies out faster 

than the diamagnetic contribution (see Eqn 11), which leads to an effective outward 

push of negative charge; the sheath must now evacuate ions to compensate (Vf > 0, 

region II of Figure 10). Finally, both contributions cancel each other once again because 

the divergence of each current dies away (Vf ≈ 0, r =r2 in Figure 10) 

Ideally, one would test this model ( )fV r  for all values of r, but we lack target 

values for eT  and any measurements of iT  within the SOL, making it difficult to 

estimate the diamagnetic term. It is however possible to estimate the minimum Vf 

value at the LCFS by considering only the polarization term. At the LCFS, we find: 
2

,min 0

max

ln 1 24 s
f e

p

V T q ρ
λ

   = − +      
 Eqn 12 

 Where eT  is taken from RCP measurements, and pλ  is taken from a fit to the 

electron pressure profile within the narrow feature. While the scaling of this estimate 

is believed to be accurate, there are uncertainties of order unity in the absolute 

magnitude. These predictions are shown alongside the ,minfV  measured by the wall 

probes as determined in [25,26] as a function of pI  in Figure 11. The model correctly 

predicts that the scaling of the fV  drop as a function of pI , including the observation 
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that the  fV  drop becomes negligible for pI < 90 kA. This agreement suggests that this 

model correctly captures the physics causing the sheath currents and the sharp drop 

in fV  just outside the LCFS.  

4. Conclusions 

Measurements from a reciprocating probe on the outboard side of TCV inner 

wall limited plasmas were compared with IR camera and Langmuir probe 

measurements on inboard side with the goal of unifying the seemingly contradictory 

observations that the narrow feature was ubiquitously seen on the inboard side, but 

was rarely found on the outboard side.  

Small shifts were applied to the RCP profiles to match the fV  features 

measured at the wall Langmuir probes for *
SOLν  < 10. This LCFS position puts part of 

the negative drop in fV into the SOL, as is observed at the wall probes, and disagrees 

with the concepts that the LCFS coincides with the minimum in 2 2/plV R∂ ∂  or with 

the Velocity Shear Layer. This is consistent with analytical models and simulations 

of the narrow feature which show that the start of the drop in fV  and the region of 

high velocity shear is pushed into the SOL away from the LCFS by a small distance.  

This is also consistent with the model that the positive and negative fV features arise 

due to the circulation of currents which close within the SOL.  

The outboard side parallel heat fluxes were calculated using the sheath limited 

approximation and show that the ||q  fall-off length steepens in the near-SOL 

reaching a minimum of 6-10 mm near the LCFS consistent with descriptions of the 

narrow feature. While the outboard side narrow feature is significantly wider than 

that observed on the inboard side (where || RCP
near
qλ  ~2mm), the fraction of the SOL 

power contained in the narrow feature match between the two sides. Furthermore, 

the power fractions scale together as a function of pI and vanish together for pI  ≤ 90 

kA, suggesting that we are measuring the same phenomenon.  

The strong poloidal asymmetry in ||0
nearq  and ||

near
qλ  observed in these experiments 

appears to explain why the narrow feature was rarely observed in measurements 
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from the outboard side, top, or bottom of the plasma. Poloidal asymmetries in the 

heat flux profiles have also been seen in GBS simulations, where the narrow feature 

exists within the eT  and en  channels. Further study in these poloidal asymmetries is 

needed in order to predict the narrow feature heat flux profiles at the inner wall 

target.  

Halpern [36] predicts that the narrow feature decay length should be related to 

the radial correlation length of the turbulence just outside the LCFS. This prediction 

is found to hold true for the outboard side where the radial correlation length was 

measured within the uncertainty of the measurements, even for conditions where 

the narrow feature is difficult to discern from the far SOL. This supports the 

hypothesis that radially sheared ExB poloidal flows outside the LCFS are responsible 

for the narrow feature. 

Since the sheath currents to the target and the non-zero fV  profiles are believed 

to be related [25,26,36], a simple model  of the floating potential profiles was 

proposed and tested. This model proposes that the non-zero fV  profiles arise from 

the circulation of parallel currents within the SOL driven by divergences in the 

polarization and diamagnetic cross-field currents. The model correctly reproduces 

the general shape of the fV  profiles, and the predicted values for ,minfV  at the LCFS 

were found to match with the measurements for all values of pI .  

In conclusion, the narrow feature does exist on the outboard side, and although 

it is wider and weaker, it has been shown to be consistent with the measurements of 

the narrow feature on the inboard side. We have shown that the measurements are 

consistent with analytical models predicting that polarization and diamagnetic cross-

field currents drive ExB shear flows which limit cross-field turbulent transport, 

causing the narrow feature.  
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6. Figures 

 
Figure 1 Plasma equilibrium for an elliptical plasma limited on the central 

column of the TCV tokamak with the locations of the Reciprocating probe (in 
blue), the IR camera field of view (in red), and the wall Langmuir probes (black 
stars). The contour of the first wall tiles is shown in light grey within the dark 
grey boundary which signifies the vacuum vessel. 
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Figure 2 Ip was scanned for each discharge with 3 examples shown above (a) 

with Ip = 85, 140, and 210 kA shown in the black line, dashed blue line, and dot-
dashed red lines respectively. The line-average density (b) was held constant 
across the scan, and is stable from 0.4s through to the end of each discharge.  The 
input ohmic power (c) varies with plasma current, and is also well controlled. The 
reciprocating probe took data at 1.6s as shown by the vertical dashed line.  
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Figure 3 The outboard LCFS radius (dotted line) and RCP electrode radius 

(solid line) at z=0 as a function of time. The LCFS of the plasma changes 
significantly throughout the probe plunge. Thus, the normalized coordinates are 
calculated using equilibrium reconstructions generated with a 1 ms resolution. 

 

 
Figure 4 The probe head from the Fast Reciprocating Probe at TCV shows the 

electrode arrangement. The relevant diagnostics for this study are labeled. The 
electrodes are 1.5mm in diameter and extend 1.5 mm beyond the boron nitride 
insulator (white). The carbon shroud is 2.5 cm in diameter. The radially recessed 
tips only receive plasma flux along the magnetic field in one direction, and are set 
back by 1.57 mm. 
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Figure 5 The Vf measurements from the RCP (diamonds) and from central 

column mounted probes (circles) from discharges with a) Ip = 190 kA, and *
SOLν  = 

2.5, b) Ip = 110 kA, and *
SOLν = 10, and c) Ip = 85 kA, and *

SOLν = 25.  A steep drop in Vf 
from both the RCP and wall probes is seen within the SOL as well as a positive 
excursion spanning from 2-10mm into the SOL is seen in (a and b). Vf profiles 
align very well between the wall probes and the RCP, indicating that Vf is 
constant along field lines. The RCP profiles have been shifted to match the wall 
probes placing the LCFS at the black dashed line at R-Rsep =0. For comparison, the 
LCFS position is shown as defined by LIUQE (dark blue line), the velocity shear 
layer (red dot-dashed line), and the minimum in 2 2/fV R∂ ∂   (purple dotted line). 
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Figure 6 Alternative prescriptions for identifying the location of the LCFS for 

the pI  = 190 kA, *
SOLν  =2.5 case using (a,b) the maximum rate of change in Er. The 

lines plotted show polynomial fits to the voltage (a) and the second derivative of 
those fits (b) of fV  (solid) and pV (dashed). The grey region in (a) shows the the 

scatter in fV , and the grey line in (b) is 2 2/fV R∂ ∂  as fit by local 2nd order 

polynomials, and is intended to represent the scatter in the 2 2/fV R∂ ∂  fit. pV  was 
calculated using 2.5p f eV V kT= +  with polynomial fits to fV  and eT . Due to the 
significant intermittency in the eT  profiles, the scatter for pV  is not shown as it 
would be off-scale. Since any fit to eT  tends to smooth the second derivatives, 
there is no clear difference between the minima in 2 2/pV R∂ ∂  and 2 2/fV R∂ ∂ , which 
we estimate to be 1.5 mm outside the LCFS. The velocity shear layer (c) is defined 
where the poloidal phase velocity changes sign, as determined using poloidal 
cross-correlation. In this example, it occurs 3.8 mm outside the LCFS which 
corresponds roughly with the maximum in pV . 
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Figure 7 probe data from Ip = 190 kA (left column) and Ip = 110 kA (right 

column).  Te from double-probe IV fits (a,f) where the red ‘x’s are data rejected 
based on their goodness of fit. The green line is a polynomial fit to the data. Jsat 
from double-probe IV fits (b,g). q|| (c,h) are calculated from double probe fits 
(blue circles) and from the Te trendline (green squares). The trendline (black) is a 
sum of exponentials where the exponential components represent the far SOL (red 
dashed line) and near SOL (purple dotted dashed line). The RCP q|| is plotted 
again against the IR camera data from the central column (red squares) in (d,i). 
Dashed lines draw the eye to the steep regions near the LCFS.  The local decay 
length (e,j) determined from single exponentials fitted to 2cm (diamonds) or 5mm 
(circles) data windows of the RCP q|| profiles. 
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Figure 8 a) The narrow feature power fraction for the RCP (blue diamonds) 

and the IR camera (red triangles).  
b) The heatflux decay lengths at the LCFS from the RCP (blue diamonds) and 

by the IR camera (black triangles). The error bars show the 2σ uncertainty typical 
for their respective datasets; for the IR measurements, the error bars are smaller 
than the datapoints. The ion gyro radius (black line) and poloidal gyro radius 
(green dashed line) are calculated on the LFS assuming . The Goldston 
Heuristic-Drift scaling (gold dotted line) is calculated as in [44]. The Halpern 
Scaling [36] is calculated by from the radial cross-correlation length from two  
pins (circles). 

 

3i eT T=

fV
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Figure 9 Poloidal asymmetries in the narrow feature from a GBS simulation. 

The q|| profiles (a) for the inboard side just below the limiter and for the 
outboard side from the simulations described in [36] reproduced from Figure 1 
therein. The local fall-off lengths (b) for the two profiles in (a) as a function of 
radius. The narrow feature width varies by a factor of 2. 
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Figure 10 A schematic of the SOL current model. The floating potential 

profile structure is related to parallel sheath currents created by the interplay of 
radial polarization and diamagnetic currents. We indicate the various regions 
where the divergences of the currents lead to net electron (I) or net ion (II) currents 
through the sheath.  
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Figure 11 The magnitude of the drop in floating potential as measured by the 

target Langmuir probes (red circles) and those calculated (purple squares) using 
Eqn 12 as a function of eT , pλ , sρ , and q taken from RCP profiles and the magnetic 
reconstruction.   
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	Figure 3 The outboard LCFS radius (dotted line) and RCP electrode radius (solid line) at z=0 as a function of time. The LCFS of the plasma changes significantly throughout the probe plunge. Thus, the normalized coordinates are calculated using equilibrium reconstructions generated with a 1 ms resolution.
	Figure 4 The probe head from the Fast Reciprocating Probe at TCV shows the electrode arrangement. The relevant diagnostics for this study are labeled. The electrodes are 1.5mm in diameter and extend 1.5 mm beyond the boron nitride insulator (white). The carbon shroud is 2.5 cm in diameter. The radially recessed tips only receive plasma flux along the magnetic field in one direction, and are set back by 1.57 mm.
	Figure 5 The Vf measurements from the RCP (diamonds) and from central column mounted probes (circles) from discharges with a) Ip = 190 kA, and  = 2.5, b) Ip = 110 kA, and = 10, and c) Ip = 85 kA, and = 25.  A steep drop in Vf from both the RCP and wall probes is seen within the SOL as well as a positive excursion spanning from 2-10mm into the SOL is seen in (a and b). Vf profiles align very well between the wall probes and the RCP, indicating that Vf is constant along field lines. The RCP profiles have been shifted to match the wall probes placing the LCFS at the black dashed line at R-Rsep =0. For comparison, the LCFS position is shown as defined by LIUQE (dark blue line), the velocity shear layer (red dot-dashed line), and the minimum in   (purple dotted line).
	Figure 6 Alternative prescriptions for identifying the location of the LCFS for the  = 190 kA,  =2.5 case using (a,b) the maximum rate of change in Er. The lines plotted show polynomial fits to the voltage (a) and the second derivative of those fits (b) of  (solid) and (dashed). The grey region in (a) shows the the scatter in , and the grey line in (b) is  as fit by local 2nd order polynomials, and is intended to represent the scatter in the  fit.  was calculated using  with polynomial fits to  and . Due to the significant intermittency in the  profiles, the scatter for  is not shown as it would be off-scale. Since any fit to  tends to smooth the second derivatives, there is no clear difference between the minima in  and , which we estimate to be 1.5 mm outside the LCFS. The velocity shear layer (c) is defined where the poloidal phase velocity changes sign, as determined using poloidal cross-correlation. In this example, it occurs 3.8 mm outside the LCFS which corresponds roughly with the maximum in .
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	Figure 7 probe data from Ip = 190 kA (left column) and Ip = 110 kA (right column).  Te from double-probe IV fits (a,f) where the red ‘x’s are data rejected based on their goodness of fit. The green line is a polynomial fit to the data. Jsat from double-probe IV fits (b,g). q|| (c,h) are calculated from double probe fits (blue circles) and from the Te trendline (green squares). The trendline (black) is a sum of exponentials where the exponential components represent the far SOL (red dashed line) and near SOL (purple dotted dashed line). The RCP q|| is plotted again against the IR camera data from the central column (red squares) in (d,i). Dashed lines draw the eye to the steep regions near the LCFS.  The local decay length (e,j) determined from single exponentials fitted to 2cm (diamonds) or 5mm (circles) data windows of the RCP q|| profiles.
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	Figure 8 a) The narrow feature power fraction for the RCP (blue diamonds) and the IR camera (red triangles). 
	b) The heatflux decay lengths at the LCFS from the RCP (blue diamonds) and by the IR camera (black triangles). The error bars show the 2σ uncertainty typical for their respective datasets; for the IR measurements, the error bars are smaller than the datapoints. The ion gyro radius (black line) and poloidal gyro radius (green dashed line) are calculated on the LFS assuming /. The Goldston Heuristic-Drift scaling (gold dotted line) is calculated as in [44]. The Halpern Scaling [36] is calculated by from the radial cross-correlation length from two / pins (circles).
	Figure 9 Poloidal asymmetries in the narrow feature from a GBS simulation. The q|| profiles (a) for the inboard side just below the limiter and for the outboard side from the simulations described in [36] reproduced from Figure 1 therein. The local fall-off lengths (b) for the two profiles in (a) as a function of radius. The narrow feature width varies by a factor of 2.
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	Figure 10 A schematic of the SOL current model. The floating potential profile structure is related to parallel sheath currents created by the interplay of radial polarization and diamagnetic currents. We indicate the various regions where the divergences of the currents lead to net electron (I) or net ion (II) currents through the sheath. 
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	Figure 11 The magnitude of the drop in floating potential as measured by the target Langmuir probes (red circles) and those calculated (purple squares) using Eqn 12 as a function of , , , and q taken from RCP profiles and the magnetic reconstruction. 
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