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Abstract

The first MEMOS 3D simulations of liquid metal motion on an inclined bulk tungsten sample transiently molten by edge-
localized modes (ELMs) are reported. The exposures took place at the outer ASDEX-Upgrade divertor with the tungsten
surface tangent intersecting the magnetic field at ∼ 18◦. Simulations confirm that the observed poloidal melt motion is
caused by the volumetric J ×B force with J the bulk replacement current triggered by thermionic emission. The final
erosion profile and total melt build up are reproduced by employing the escaping thermionic current dependence on the
incident heat flux derived from dedicated particle-in-cell simulations. Modelling reveals that melt dynamics is governed
by the volumetric Lorentz force, thermo-capillary flows due to thermal surface tension gradients and viscous deceleration.
The effect of the evolving surface deformation, that locally alters the field-line inclination modifying the absorbed power
flux and the escaping thermionic current, in the final surface morphology is demonstrated to be significant.

1. Introduction

ITER will begin operation with a full tungsten (W) di-
vertor, which introduces the risk of deep recrystallization
and surface or even bulk melting. The design choices of the
W divertor monoblocks have to ensure their lasting power
handling capability well into the nuclear phase [1, 2]. To
this end, one of the primary concerns refers to the occur-
rence and prevalence of monoblock melting during ELMing
H-mode operation. Molten metals, that are formed in the
extreme strongly magnetized divertor environment, will be
subject to various plasma-induced forces some of which are
capable of generating macroscopic material flow. Melt dis-
placements will be ultimately arrested by resolidification
and result in enhanced surface erosion of the monoblocks,
thus compromising their power handling capabilities.

A cross-machine experimental study has been recently
initiated [2] aiming to improve physics understanding of
transient W melt dynamics in the divertor environment.
Several melting experiments have reported that liquid W
was mainly displaced along the poloidal direction [3, 4, 5,
6, 7]. Such a material displacement is consistent with a
dominant volumetric J × B force density acting on the
molten layer, where B is the toroidal magnetic field and
J is the replacement current density flowing through the
liquid layer to compensate for surface charge loss due to
electron emission [2]. In the experimentally accessible pa-

∗See author list of Ref.[21].

rameter space, owing to the high W melting point, electron
emission can be mainly attributed to thermionic emission.

MEMOS (Melt Motion at Surfaces) is a simulation tool
that numerically solves the heat conduction equation cou-
pled with the incompressible Navier-Stokes equations in
the shallow water approximation [8, 9]. MEMOS 3D has
been employed to model recent melt experiments in JET
and ASDEX-Upgrade (AUG) [4, 5, 10]. The JET expo-
sures featured a W leading edge intercepting nearly the
full field-line parallel plasma heat flux, a sample geometry
which was later also employed in the AUG experiments.

The AUG experiments also utilized a sloped sample [5],
where the exposed surface intersects the magnetic field at
∼ 18◦. Such a low inclination angle results in the reduction
of the absorbed power flux and the suppression of the es-
caping thermionic current, with both effects inhibiting sur-
face erosion [2, 11]. However, the sloped sample exposures
were more extended compared to the leading edge, so that
the threshold to sustained melting was reached yielding a
significant overall melt displacement. In addition, varia-
tions of the local normal due to melt motion induced sur-
face deformation significantly alter the projected area at
such field-line inclination (in contrast to the leading edge
geometry). In this work, the first simulations of the AUG
sloped surface melting experiments are reported. Numer-
ical and modelling modifications which were required in
order to address the aforementioned characteristics of the
inclined exposure geometry are discussed in details. The
simulated final erosion profiles and the total melt build-up
are compared with the observations.
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2. Experimental input

The technical details of the recent transient W melting
experiments carried out in ASDEX-Upgrade have been
thoroughly described in Ref.[5]. All ELMing H-mode dis-
charges were similar: Bt = −2.5 T, Ip = 0.8 MA and
P = 7.5 MW(NBI), 2 MW(ECRH). The sloped exposures
concerned four discharges with a steady outer strike point
and a gradually increasing duration (0.5, 1, 1.5, 2 s). The
experiments were designed in a manner that avoided sus-
tained melting of the W sample. Here, we report simula-
tion results for the last and longest exposure, shot #33511.

The only experimental input for the simulations is the
field-line parallel heat flux. Since no direct IR measure-
ments of the exposed sample were available, the heat flux
was evaluated from IR observations of a toroidally dis-
placed flat sample, justified by toroidal symmetry. Within
the optical approximation (in which plasma particles are
assumed to follow the magnetic field lines and the effects
of gyro-motion or sheath electrostatic fields on particle
trajectories are ignored), the value of the field-line par-
allel heat flux at the position of the sloped sample can
be deduced. The ELM peaks reach q|| ∼ 1 GW/m

2
, and

the ELM frequency is ∼ 70 Hz. Details of the spatio-
temporal profile of power flux employed here can be found
in Ref.[10].

The flat geometry of the tile and sample mounting in-
accuracies can introduce systematic errors in the deduced
heat flux magnitude of about 20%. Moreover, the sam-
pling time of the IR observations (330 µs) is on the order
of the ELM rise time, which may also lead to underesti-
mation of the heat flux by ∼ 20%.

Figure 1: A sketch of the system defining the melt depth h = h0+h1,
where h0 is the position of the liquid-solid interface, and h1 is the
position of the perturbed surface, both with respect to the initial pris-
tine surface. Note that h1 and h0 can have both positive and negative
values. Vm = ∂h0/∂t is the surface normal interface velocity of the
melting front, negative when resolidication takes place and positive
when melting occurs. One of the depth averaged tangential fluid
velocity component is indicated, uy(x, y) = 1

h

∫
vy(x, y, z)dz. The

MEMOS 3D local coordinate system (cartesian) is also displayed.

3. Updates and problem implementation

3.1. The MEMOS 3D code

MEMOS 3D couples the heat diffusion equation in the
solid and liquid metal with the incompressible Navier-
Stokes equations for the liquid phase [8]. The latter are
averaged across the melt layer depth, resulting in the shal-
low water equations [12]. This reduces the dimensionality
of fluid motion by one, restricting the unknown velocities
to be tangential to the boundaries of the heat conduction
domain. The resulting equations are

∂h

∂t
+
∂(hui)

∂xi
+
∂(huj)

∂xj
= Vm , (1)

ρm

[
∂ui
∂t

+ uj
∂ui
∂xj

+ ui
∂ui
∂xi

]
= − ∂p

∂xi
+ (J ×B)i

+ µ
∂2ui
∂x2

i

+
3

2h

∂σ

∂T

∂Ts
∂xi
− 3µ

ui
h2

, (2)

ρm

[
∂uj
∂t

+ ui
∂uj
∂xi

+ uj
∂uj
∂xj

]
= − ∂p

∂xj
+ (J ×B)j

+ µ
∂2uj
∂x2

j

+
3

2h

∂σ

∂T

∂Ts
∂xj
− 3µ

uj
h2

, (3)

ρmcp
∂T

∂t
= ∇ · (k∇T ) + ρe|J|2 − T

∂S

∂T
J · ∇T (4)

where ui and uj are the depth averaged tangential fluid
velocity components (cartesian coordinates are employed)
and Vm is the surface normal interface velocity of the melt-
ing front, defined as the time derivative of the melt depth
determined by the heat transfer module. The other field
quantities (J,B, p, h, Ts, T ) denote the replacement cur-
rent density, magnetic field, pressure, melt layer height (or
depth), surface temperature and bulk temperature, respec-
tively. A sketch of the system introducing main character-
istics of the melt motion is presented in Fig.1. The ma-
terial properties (σ, µ, ρm, cp, k, S, ρe) are the surface ten-
sion, dynamic viscosity, mass density, specific heat capac-
ity, thermal conductivity, absolute thermoelectric power
and electrical resistivity, whose temperature dependence
is taken into account according to a recent literature sur-
vey [13]. The notation (J×B)i,j is employed for the depth
averaged tangential components of the Lorentz force den-
sity.

Concerning the heat diffusion, incoming plasma flux
constitutes a boundary condition for Eq.(4), and is de-
termined experimentally (see Sec.2). Note that for the
moderate, < 1 m/s, melt velocities encountered in the
present simulations, the surface-normal temperature dif-
fusion across the melt layer is much larger than the con-
vective temperature transport in the surface-tangential di-
rection, thus only the partial temporal derivative of the
temperature has been retained in Eq.(4). In addition, for
the bulk current density values relevant for the present
simulations, Ohmic heating is negligible with respect to
the incident plasma heat flux (deposited across a charac-
teristic heat diffusion length). Finally, estimates of the
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magnitude of Thomson heating, the last term of Eq.(4),
employing values of ∂S/∂T for solid W [14, 15] in absence
of liquid phase measurements, have also revealed a negli-
gible contribution to volumetric heating.

3.2. Numerical and modelling updates

Some unique characteristics of the sloped exposure geom-
etry, in particular the relatively large melt displacement
as well as the impact of surface deformation on the ab-
sorbed power flux and the escaping thermionic emission
current, necessitated some modifications in the structure
of the code and some updates in the incorporated physical
models, which are outlined in what follows.

Heat conduction domain. Initially, this domain is
constructed in a manner that closely follows the 3D geom-
etry of the exposed sample. Naturally, the time evolving
boundary of the sample encloses the fluid domain. Since
the hydrodynamic motion deforms the sample’s boundary,
the heat conduction domain should also evolve. Therefore,
in a rigorous treatment, it is necessary to continuously re-
evaluate the 3D domain. Previous simulation works with
MEMOS 3D have circumvented this complication invoking
two assumptions; (1) The melt displacement in each melt
event (ELM) is small compared to the melt depth. Within
this assumption, the mass continuity equation, Eq.(1), can
be rewritten as ∂h1/∂t + ∂(h0ui)/∂xi + ∂(h0uj)/∂xj = 0
by employing h = h0 + h1 ≈ h0 and ∂h0/∂t = Vm. Here
h0 is the position of the liquid-solid interface, and h1 is
the position of the perturbed surface, both with respect
to the initial pristine surface, see Fig.1. (2) The change
in the surface temperature response as a consequence of
accumulated surface deformation is small. This is fulfilled
when the local radius of curvature of the deformed sur-
face, Rdef , is much larger than the typical heat diffusion
length for the duration of a melt event (the latter can be
approximated by the thickness of the melt layer). These
simplifications remove the two-way coupling between fluid
motion and heat conduction, i.e. the fluid motion relies
on input from heat conduction, but not vice versa. In
the exposure simulated here, only assumption (2 ) is valid,
with h0/Rdef < 0.1. Due to significant melt displacement
at the sustained melting threshold (h1 ∼ h0), assumption
(1 ) is violated. Thus, mesh restructuring techniques from
MEMOS 2D have been extended to MEMOS 3D and are
employed in the simulations presented herein.

Absorbed power flux. The plasma heat flux inci-
dent on the heat conduction boundary is calculated from
the given field-line parallel heat flux q|| within the optical
approximation. The angle between the toroidal magnetic
field and the pristine surface tangent is α0 = 17.8◦, re-
sulting in the absorbed power flux q⊥ = q|| sin(α0). Melt
motion will lead to surface deformation, thus the surface
tangent will be spatially varying, subsequently altering the
projected area in the optical approximation. As a result of
the oblique magnetic field incidence, the effective change in
the projected area can be significant. In order to account

for this effect, the absorbed power flux q⊥(α) is calculated
by the expression

q⊥(α) =

{
FOAq|| sin (α) + (1− FOA) q|| sin (α0) α ≤ π
(1− FOA)q|| sin (α0) α > π ,

(5)
where 0 ≤ FOA ≤ 1 denotes the fraction of the heat
flux which is purely optical. For non-shadowed regions,
the heat flux is decomposed to a directional inclination-
dependent contribution and a uniform smoothed-out con-
tribution. For shadowed regions, only the second contribu-
tion makes sense. The optical heat loading is recovered in
the limit FOA = 1, whereas a uniform heat loading emerges
when FOA = 0.

Replacement current. A rigorous approach was re-
cently formulated for the replacement current triggered by
thermionic emission (TE) which is based on the magneto-
static limit of the resistive thermoelectric magnetohydro-
dynamic description of the liquid metal [18]. The approach
results in a well-defined boundary value problem concern-
ing the whole conductor (where TE serves as the only non-
trivial boundary condition) for whose numerical solution a
dedicated MEMOS module was developed. This enabled
the thorough investigation of the general characteristics of
the replacement current for both sloped and leading edge
exposures [18]. In the former case, the sample geometry
is such that depth-variations of the replacement current
inside the melt layer are negligible. As a consequence,
the boundary value problem can be circumvented and the
bulk replacement current can be set equal to the surface
TE current density for each surface element.

Thermionic current. As evident from the discus-
sion above, an accurate description of the TE current den-
sity is crucial for a quantitative comparison with the ex-
periment, since it essentially determines the J × B force
density driving melt motion. The geometry of interest re-
quires a self-consistent treatment of the entangled effects of
space-charge limitation and prompt Larmor re-deposition
on the escaping TE current [11]. For this reason, dedi-
cated particle-in-cell (PIC) simulations were carried out
with the 2D3V SPICE2 code for the present inter and
intra-ELM AUG parameters [16]. The PIC simulations
assumed a collisionless plasma with a prescribed sheath
edge and a homogeneous surface temperature of the mate-
rial boundary [11, 16]. The strong impact of magnetic field
inclination on the limited value of the escaping current was
revealed; more than an order of magnitude reduction for
α = 18◦ (sloped) compared to α = 90◦ (leading edge).
The results also revealed that the limited TE current ex-
hibits a Child-Langmuir type scaling with the plasma pa-
rameters. With a few reasonable additional assumptions
for the ELMy plasma and the sheath heat transmission,
this scaling can be translated into a dependence on the
incident field-line parallel heat flux q|| [10]. Overall, the
escaping TE current density employed in MEMOS is de-
scribed by the Richardson-Dushman formula up to a mini-
mum q||−dependent surface temperature T lim(q||) beyond
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which it remains constant having entered the space-charge
limited regime. For the sloped exposure of the pristine
surface α = 18◦, we have

Jth(Ts, q||) =

AeffT
2
s exp

(
− Wf

kbTs

)
Ts ≤ T lim(q||)

1.38× 103 q
1/3
|| Ts ≥ T lim(q||)

(6)
where kb denotes the Boltzmann constant, Wf = 4.55 eV
and Aeff = 60 A cm−2K−2 for polycrystalline W.

As aforementioned, in the scenarios of interest, the
local inclination angle will be spatially varying owing to
the surface deformation. Complementary PIC simulations
were recently carried out for a wide range of magnetic field
inclination angles aiming to generalize Eq.(6) for arbitrary
inclinations [17]. The simulations once again revealed the
emergence of a limited TE current density that scales with
the plasma background as well as the inclination angle. For
an arbitrary α ≤ π, we have

Jth(Ts, q||, α) =

AeffT
2
s exp

(
− Wf

kbTs

)
Ts ≤ T lim(q||, α)

1.48× 104 sin2(α) q
1/3
|| Ts ≥ T lim(q||, α)

(7)
which nearly collapses to Eq.(6) for α = 18◦.

3.3. Simulation scenarios

Two assumptions were followed for the thermionic cur-
rent specification and the heat flux loading of the sam-
ple. In the pristine surface simulations, the effect of the
spatial variations of the surface normal on the escaping
current and the absorbed power was neglected. There-
fore, the thermionic current was described by Eq.(6) and
the absorbed heat flux by Eq.(5) with FOA = 0. On the
contrary, in the corrugated surface simulations, the gener-
ation of shadowed areas was taken into account, where an
upstream peak occludes the plasma and the correspond-
ing field line intersects the surface twice. In these areas,
the detailed physics of the sheath heat transmission and
electron emission are very involved [19], thus a simplified
treatment was pursued. The thermionic current was de-
scribed by Eq.(7) for 0 ≤ α ≤ π and considered zero when
π ≤ α ≤ 2π. The absorbed heat flux was described by
Eq.(5) with FOA = 2/7, which is equal to the electron
fraction of the ambipolar heat flux. The remaining 5/7
fraction, which corresponds to the ion contribution, has
been distributed uniformly in both the optical and shad-
owed regions. This is a reasonable assumption given that
the ion gyro-radius (∼ 0.4− 0.8 mm) is of the order of the
typical corrugation height [20].

4. Results and discussion

4.1. Temperature response

MEMOS 3D simulations with the heat conduction module
revealed that, for the pristine W surface, transient melting

cannot be achieved with the specified heat flux. Due to the
lack of direct IR observations of the sloped sample, there
can be no real-time comparison between the simulated and
the experimental surface temperatures. In the light of such
uncertainties in the surface temperature, the heat flux has
been uniformly increased at all times by multiplying with
a constant pre-factor and the simulation output has been
probed for various values of this pre-factor.

The maximum temperature attained in the pristine
W surface has been plotted in figure 2 as a function of
time, for the pre-factors 1 (un-altered flux), 1.2 and 1.25.
The ELM temperature excursions are ∆Ts ∼ 400− 500 K.
This implies that for transient W melting to take place,
the base (inter-ELM) surface temperature has to exceed
3200 K, which only occurs in the last ∼ 0.5 s of the expo-
sure. Transient melting is achieved for the pre-factor 1.2,
whereas the base temperature reaches the threshold for
sustained melting for the pre-factor 1.25. Following the
evolution of the base surface temperature, it is apparent
that the time window for pure transient melting is quite
short (≤ 0.5 s). It is evident that, due to the proximity
to sustained melting, the melt motion output is very sen-
sitive to the precise value of this ad-hoc pre-factor. The
employed values of the pre-factor are within uncertainties
of the experimental heat flux discussed in Sec.2.

Figure 2: The maximum temperature attained in the pristine surface
as a function of time (the last 2 s of the exposure are plotted) for three
gradually increasing heat flux pre-factors. The dashed line indicates
the W melting point Tm = 3695 K.

4.2. Melt motion and macroscopic surface erosion

The simulated melt motion and surface deformation are
compared with results of post-mortem surface analysis,
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since no real-time observations of the sloped sample were
available. In figure 3(a), the post-exposure height map of
the sample is shown as measured by laser profilometry [5].
Height deformation reaches a maximum of 600µm and a
displaced material volume of 4 mm3 has been measured [5].
Melt motion is observed mainly along the poloidal direc-
tion (downwards on the page), consistent with the J ×B
direction. The simulated surface profiles have been plotted
alongside the experimental height map.

In the pristine surface simulations, local surface normal
variations are ignored in the thermionic emission and heat
loading. For a 1.25 pre-factor, the total melt displacement
is 4.1 mm3, matching the experimental value. The melt
velocity peaks at 0.4 m/s and the maximum melting dura-
tion is 15 ms. For higher values of the pre-factor, there is
a transition into sustained melting and melt displacement
becomes severe. This contradicts the observations, verify-
ing that sustained melting could not have taken place in
the experiment. In figure 3(b), the ridges are formed by ac-
cumulated melt events. As the liquid layer is accelerated,
material builds up at the lower edge of the molten patch
before re-solidifying as a ridge. Since the ELM strike posi-
tion and deposited energy are quite irregular [10], several
adjacent ridges are generated. Depending on the position
of each transient melt pool, existing ridges may either re-
melt and be displaced or build up further. The cumulative
result consists of a few pronounced ridges on the surface,
providing an explanation for the morphology of figure 3(a).

In the corrugated surface simulations, local surface nor-
mal variations and shadowed areas are considered in the
thermionic emission and heat flux loading. Figure 3(c) dis-
plays the final erosion profile, which reveals that W melt
motion is more pronounced on the right hand side of the
exposed surface and that material build-up tends to ac-
cumulate into a thin angled stripe at the bottom right
side of the eroded spot. These results can be understood
by considering the crater formed at the poloidal position
∼ 30 mm. The magnetic field lines impinge from the left,
which means that the right hand side of the crater leans
more sharply into the field-lines than the left side and more
power flux is absorbed. Moreover, a larger current density
escapes from the right side due to the steep field line incli-
nations, see figure 3(e), as compared to the pristine surface
simulations, see figure 3(d). Both effects, increased heat
flux absorption and larger escaping TE current, enhance
melt motion. As the sample surface continues to erode, the
region of larger heat absorption continuously shifts to the
right side. Notice also that in figure 3(d), extended regions
of the surface emit a similar current density, because the
space-charge limited regime is reached for temperatures
well below the melting point for the pristine surface [16].

The adjustment of the heat flux pre-factor in order
to reach transient melting, implemented in a simplified
though transparent manner (a constant factor in front of
q⊥(r, t)), may result in an unfaithful representation of the
finer details of the flux, given the sources of uncertainties
discussed in the Sec.2. With the chosen pre-factor, val-

ues for the height of the erosion profile and displaced melt
volume match the observations reasonably well. The main
qualitative picture of the ridge formations and right-left
asymmetry is also replicated in the simulations. Some dis-
similarities in the erosion profile pattern do exist but in
light of the inaccuracies of the heat flux input, the overall
agreement can be judged satisfactory.

4.3. Melt acceleration

Overall, the simulations yielded an adequate agreement
with the experiment. This suggests that the three sources
of fluid acceleration which are incorporated in the Navier-
Stokes equations, see Eqs.(2,3), suffice to capture the main
aspects of melt dynamics. Their role is discussed below.

Volumetric Lorentz force. The J ×B force is respon-
sible for the bulk poloidal acceleration of the melt layer.
For α = α0 = 17.8◦, the maximum emitted current density
during an ELM is ∼ 1 MA/m2, resulting in an instanta-
neous maximum acceleration of ∼ 150 m/s2. For larger
inclination angles, the emitted current reaches higher val-
ues, see figure 3(e), and so does the melt acceleration.

Thermo-capillary flow. The large surface temperature
gradients result in appreciable surface tension gradients
leading to the exertion of an interfacial force. Since surface
tension decreases for higher temperatures [13], the liquid is
pulled away from the hot areas towards the surrounding
colder areas. This force is the only source of toroidal accel-
eration, in absence of a toroidal component of the J ×B
force. Generally, this effect does not result in bulk melt
displacement, since its magnitude is significantly smaller
than the dominant J ×B force.

Viscous forces in the laminar assumption. From the
no-slip condition realized at the solid boundary (bottom of
the melt pool), a velocity gradient arises through the melt.
An average decelerating stress on the melt layer can be
deduced by assuming a laminar shear flow and a parabolic
dependence of the fluid velocity on the melt depth [12].
For the highest ∼ 0.5 m/s velocities, this deceleration can
be comparable to the J ×B acceleration.

5. Summary and conclusions

MEMOS 3D has been employed for the first time for the
simulation of macroscopic motion in a transiently molten
inclined W surface. The sample was exposed in the AS-
DEX Upgrade outer divertor during ELMing H-mode dis-
charges. The implementation of the problem necessitated
code modifications (re-evaluation of heat conduction do-
main at each time step to account for surface deforma-
tion) and modelling updates (thermionic emission, heat
flux loading accounting for surface normal variations).

The simulations revealed that the incident heat flux,
which constitutes the only experimental input, must be
increased for transient W melting to be achieved. As a re-
sult of the moderate surface temperature excursions dur-
ing ELMs, the time window between purely transient and
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Figure 3: (a) Post-mortem measurements of the exposed surface [5]. (b,c) Simulated final surface morphology profiles for the pristine and
corrugated surface. (d,e) Snapshots of the escaping current density typical for the pristine and corrugated surface. Here x̂ and ŷ are oriented
roughly along toroidal and poloidal directions, respectively.

sustained melting is quite short, ∼ 0.5 s. Optimal results
for melt displacement are recovered close to the threshold
of sustained melting, with a 1.25 constant heat flux pre-
factor. Sustained W melting could not have been realized
since it would lead to severe melt displacement contradict-
ing the experimental observations.

The simulated surface deformation at the end of the ex-
posure has been compared to the post-mortem height-map
of the exposed sample. The experimental melt displace-
ment volume is well reproduced as well as the deformation
structure, with most of the displacement along the poloidal
direction due to the dominant J ×B force. The observed
ridges in the exposed surface are attributed to the liquid
build-up at the edge of the melt pool during individual
melt events.

Surface normal variations caused by deformation due
to melt motion strongly affect both the absorbed power
flux and the local escaping thermionic current. As a con-
sequence, they also have a strong impact on the surface
topology and should be considered in modelling. Their
implementation led to material build-up along a thin ridge
concentrated on one side of the sample, thus providing an
interpretation for the irregular structures observed in the
experiment. More elaborate heat flux loading schemes and
thermionic emission specifications would need to be devel-
oped for MEMOS 3D to be able reproduce finer details of
the final erosion profile of a sloped sample.
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