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2UMET, UMR 8207, Université Lille I, F-59655 Villeneuve d’Ascq,
France

August 9, 2017

Abstract

We present an empirical interatomic potential for tungsten, particu-
larly well suited for simulations of vacancy-type defects. We compare en-
ergies and structures of vacancy clusters generated with the empirical po-
tential with an extensive new database of values computed using Density
Functional Theory, and show that the new potential predicts low-energy
defect structures and formation energies with high accuracy. A signifi-
cant difference to other popular embedded atom empirical potentials for
tungsten is the correct prediction of surface energies. Interstitial prop-
erties and short-range pairwise behaviour remain similar to the Ackford-
Thetford potential on which it is based, making this potential well-suited
to simulations of microstructural evolution following irradiation damage
cascades. Using atomistic kinetic Monte Carlo simulations, we predict
vacancy cluster dissociation in the range 1100-1300K, the temperature
range generally associated with stage IV recovery.

1 Introduction

High-purity tungsten has some exceptional physical properties. As well as being
a refractory metal with the highest elemental melting point (3690K), it has the
lowest coefficient of thermal expansion, and very high thermal conductivity.
Combined with its high resistance to sputtering, and the fact that under fusion
neutron irradiation its transmutation products are considered acceptable [1, 2],
these qualities have lead to its choice as a material for the ITER divertor[3, 4,
5]. However, tungsten is brittle, and its thermomechanical properties become
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worse on irradiation [6, 7, 8], so a key aim of fusion materials research is to
understand the atomistic processes of irradiation damage generation, and how
the accumulation of such damage acts as an impedence to dislocation motion
and hence a reduction in plasticity.

After the initial high-energy generation of defects by radiation cascade dam-
age, the underlying processes governing defect cluster interactions will be due to
by small adjustments of chemical bonds for atoms in non-perfect-crystal arrange-
ments. Density functional theory, with appropriate choice of functional used, is
the standard workhorse for calculating these changes in electronic bonding[9].
But the microstructural evolution driven by the competition between these sub-
tle energy differences and configurational entropy emerges in systems of many
thousands of atoms, and over timescales of years. Empirical potentials are there-
fore still routinely required for simulations of collective dynamic behaviours, and
will continue to be so as computing power brings into range ever more ambitious
molecular dynamics and kinetic Monte Carlo simulations.

Work on the new empirical parameterization presented here was motivated
by conflicting experimental and theoretical observations on vacancy-type dislo-
cation loops generated by self-ion-irradiation of ultra-high-purity tungsten foil.
In 2008, Gilbert et al.[10] computed the relative stability of nanoscale vacancy-
type defects in tungsten, and concluded that voids would be the most stable
configuration of vacancies. They also showed, using a potential by Derlet et
al[11] that small vacancy type dislocation loops (diameter <3.5nm) were unsta-
ble with respect to transformation to void plates. Sand et al. showed that molec-
ular dynamics simulations of radiation damage cascades in bulk tungsten[12],
and in foil[13] produced rather diffuse vacancy-rich regions, and interstitial-type
dislocation loops. By contrast, experiments by Jäger and Wilkens[14] and subse-
quently in situ TEM studies of self-ion-irradiation of ultra-high-purity tungsten
foils by Yi et al. [15, 16, 13] have shown that stable nanoscale vacancy loops are
indeed generated in radiation damage cascades; in fact they may be as numerous
as interstitial type loops.

In section 2 we show that the principal problem with the earlier potentials
was a low surface energy, and that this may be increased without significantly
affecting near-equilibrium properties by adjusting the embedding function. In
section 3 we discuss vacancy clusters in pure tungsten in detail, and provide
dozens of new ab initio calculations which are used as a database to prove our
new parameterization. Finally we perform atomistic kinetic Monte Carlo simu-
lations in section 4, which show that the characteristic dissociation temperature
for vacancy clusters is in the stage IV recovery range 1100-1300K, and compare
our results to recent experiments by Ferroni et al.[17]
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2 A modified Finnis-Sinclair potential for tung-
sten

The Finnis-Sinclair (FS) family[18] of embedded atom empirical potentials are
a popular starting point for atomistic simulation. Their longevity is due to
their transferability, which in turn is thanks to their simple form- analytic and
(largely) smooth in its derivatives. They are also somewhat underfitted, re-
producing lattice parameters and elastic constants, rather than intricate defect
properties.

In this development of the tungsten potential, we introduce smoothly-varying,
physically-motivated corrections to the original FS form. Each correction im-
proves a desired physical property almost independently, so while many ad-
ditional parameters are presented, their fitting was not onerous, nor are the
physical properties presented in section 3 especially sensitive to their values.

For an embedded atom potential, the energy of atom i is written as

Ei =1/2
∑
j 6=i

V (rij) + F [ρi] , (1)

where V (r) is a pairwise potential energy, repulsive at short range, and F [ρ]
an embedding function for an atom in a region of electron density ρ, given by

ρi =
∑
j 6=i

φ (rij) . (2)

Our modifications will will be piecewise polynomial additions to the functional
forms of V (r) and F [ρ], and not add new terms to equation1.

2.1 Surface energy and void formation energy

A well-known issue with embedded atom potentials for bcc metals is the under-
estimation of surface energies[19]. A related issue for tungsten potentials is the
overestimation of the vacancy cluster binding energies. Both contain atoms in
low-electron-density regions, so it is on this region we focus. The atoms around
a vacancy cluster do not significantly relax, so there is little freedom to improve
the radial terms V (r) or φ (r). Instead it must be that the embedding func-
tion is overestimating the binding energy where the electron density ρ drops
significantly below that in the perfect lattice.

In the second moment approximation and at zero electronic temperature, we
write that the embedding energy is directly proportional to the local electron
bandwidth, W , i.e. F [ρ] ∼ W [ρ]. At electron densities comparable to the
perfect lattice, the bandwidth goes as the square root of the density, W [ρ] ∼ √ρ.
Where ρ is low, we want to reduce bonding by reducing the bandwidth, so
instead consider an affine form- W [ρ] = W0 +W1ρ. At very low density we must
recover F [ρ = 0] = 0, or the cohesive energy will be changed, so we suggest a
polynomial between ρ = 0 and the first intercept between affine and square
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root forms. We ensure a smooth transition between affine and square root
forms at high density with a polynomial interpolation. We therefore have four
parameters to fit; two for the affine form and two for the range of the transition
to square-root form. The values of these parameters have been linear-least-
squares fitted to the DFT values for vacancy clusters of size 2-5[20], and the
resulting embedding function is illustrated in figure 1. The full parameterization
of the embedding function is given in appendix A.
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Figure 1: The electronic embedding function plotted against electron density
for the modified EAM potential. Note that in the gauge used the equilibrium
electron density is ρ = 1 and F [0] = F [1] = 0. The dashed lines mark transitions
between sections of the piecewise form, from left to right ρ−, ρ1, ρ2. These mark
the transition from very low density to affine form, and the polynomial switching
region from affine to square root form.

2.2 Repulsive potential: long range

The long-range part of the Finnis-Sinclair pairwise potential is discontinuous in
its second derivative at the cutoff length. This can lead to unexpected behaviour
in lattice statics when comparing vibrational free energy between structures
where atoms move across this cutoff. This is remedied by smoothly interpo-
lating to zero between second- and third- nearest neighbours with a 7th order
polynomial, with continuous first, second and third derivatives at each end.

The regions between equilibrium neighbour separations are important for
interstitial formation energies. Rather than attempting a refit of the interstitial
properties, which would necessarily have a knock-on effect on dislocation cores
too, we chose a maximum range such that the magnitude of the second deriva-
tive is minimised in the interpolation region. Therefore while the long-range
correction introduces a new cutoff parameter, it is not empirically fitted. Our
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configuration energy formation volume
DFT this other EAM DFT this other EAM

work (a) (b) (c) work (a) (b) (c)

〈111〉d 10.086d 9.33 10.52 9.46 9.25 1.68e 1.57 1.17 1.33 1.57
〈111〉c 9.31 10.50 9.46 9.22 1.58 1.10 1.25 1.55

〈110〉d 10.545d 9.56 10.75 9.78 9.51 1.62 1.67 1.11 1.54

〈100〉d 12.200d 9.74 12.71 11.67 9.77 1.45 1.34 1.03 1.33
tetrahedral 9.89 11.82 10.93 9.86 1.62 1.58 1.07 1.50
octahedral 9.97 12.49 11.68 9.94 1.50 1.50 1.07 1.36

Table 1: Self-interstitial properties computed for a relaxed 4x4x4 cell (128+1
atoms). Energies in eV, formation volume as fraction of the atomic volume.
DFT values from (d) Muzyk et al[20], and (e) Nguyen-Manh & Dudarev[29].
Other empirical potential results computed from analytic forms in (a) Marinica
et al[19], (b) Derlet et al[11], (c) Ackland-Thetford[21].

potential returns similar interstitial and dislocation properties to the Ackland-
Thetford parameterization.

2.3 Repulsive potential: short range

The short-range part of the Finnis-Sinclair pairwise potential was stiffened by
Ackland and Thetford[21] to better describe pairs of atoms in close proximity. It
is now conventional for radiation cascade simulations to further stiffen at very-
short-range by transitioning smoothly to the universal ZBL pairwise form[22,
23]. We tweak the Ackland-Thetford parameters slightly to better fit DFT data
using the method of ref[24]. and transition to ZBL using a polynomial switching
function.

Between r = 2.5Å and r = 3.25Å ( covering first and second nearest neigh-
bour separations ) there is very little difference between our new parameteriza-
tion and the Ackland-Thetford form.

3 Results

3.1 DFT calculations

Density functional theory calculations described in this work were performed
using the Vienna Ab-initio Simulation Package (VASP) code, with ion-electron
interaction implemented using the projector-augmented waves (PAW) method
[25, 26, 27]. Exchange and correlation effects were described by the Perdew-
Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) [28]. A ki-
netic energy cutoff of 350eV was used, with 2x2x2 k-points. The calculation cell
size used was 5x5x5 cubic bcc cells (250 atoms) unless otherwise stated.
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3.2 Point-defect and defect cluster properties

The formation energies and relaxation volumes of the self-interstitials is given
in table 1. It should be noted that the cell size used for these calculations is
very small, in order to allow the direct comparison with DFT, and there is a
significant size effect. At 5x5x5 unit cells, the formation energy of the lowest
energy interstitial, the 〈111〉c crowdion, falls to 8.99eV, and is only converged
fully to 8.94eV at 7x8x9 unit cells ( 1008+1 atoms ).

We present vacancy cluster formation energies and relaxation volumes in
table 2. Structures for the vacancy clusters are shown in figure 2. To order
vacancy clusters we introduce a single order parameter which indicates the de-
gree of compactness. For a cluster containing N vacancies in a structure with
nearest neighbour separation d0 (=

√
3/4a0 for b.c.c.), define

χ ≡

∑
i,j>i

|rij |2
d2
0

1/2N(N − 1)
. (3)

This takes the minimum value of 1 if all vacancies are nearest neighbours, and
is larger for more diffuse structures.

The general trend for empirical potentials is to grossly overestimate the
binding energy for vacancy clusters, potentially leading to erroneous conclusions
about the readiness to nucleate and grow clusters and voids in a vacancy-rich
region. As a single comparable number across potentials we consider the nearest
neighbour divacancy (2v1). Our DFT calculations suggest the nearest neighbour
divacancy binding energy is very slightly positive at 0.048eV. There is some
considerable debate about the direct experimental estimate of the divacancy
binding energy by Park et al[32], 0.7eV, owing to the (necessarily) rather small
sample taken in the FIM study. A small concentration of carbon impurities
in the experimental sample may also have greatly increased the probability of
finding divacancies. We should therefore prefer to rely on the DFT calculation
as our reference.

The EAM-type potentials CEA-4,DND and AT give strong divacancy bind-
ing at 0.518, 0.567 and 0.432eV respectively. The bond-order potential of Ahlgren
et al[33] is slightly higher at 0.656eV/Å2, as is the MEAM potential of Zhang
et al[34](0.580eV). Our potential stands alone with a good estimate of the near-
est neighbour binding energy of 0.170eV. We believe our potential is also the
only one to have negative binding energies for the second- and third- neighbour
divacancies. A summary of vacancy cluster results is given in table 2.

3.3 Transition energies

Computed transition energies are given in table 3. To generate a statistically
comparable result between EAM potentials we considered a larger set of 33
transitions for 1-4 vacancy clusters, namely forward and backward transitions
1v1x1’, 2v1x2, 2v1x3, 2v1x5, 2v2x4, 2v3x4, 2v5x4, 3v1x1’, 3v1x2, 3v1x3, 3v1x5,
3v2x3, 3v2x5, 3v4x5, 3v5x5’, 3v5x6, 4v1x2, 4v1x3. The results are also pre-
sented as a scatter plot in figure 3, including more transitions for clusters up
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1v1 2v1 2v2 2v3 2v4 2v5

3v1 3v2 3v3 3v4 3v5 3v6

4v1 4v2 4v3 4v4

5v1 5v2 6v1 6v2 7v1

8v1 8v2 9v1 10v1 10v2

11v1 12v1 13v2 14v1

15v1

Figure 2: The 31 vacancy cluster configurations considered here.
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vacancy degeneracy cluster energy relax vol
cluster param χ DFT EAM DFT EAM

1v1 1 3.619 3.727 -0.36

2v1 4 1.00000 0.048 0.170 -0.86
2v2 3 1.33333 -0.286 -0.130 -1.00
2v3 6 2.66667 -0.063 -0.337 -0.85
2v4 12 3.66667 0.042 -0.061 -0.82
2v5 4 4.00000 -0.094 -0.141 -0.77
3v1 12 1.11111 0.311 0.433 -1.31
3v2 12 1.55556 0.074 0.058 -1.29
3v3 12 1.77778 -0.257 -0.468 -1.47
3v4 4 2.00000 0.153 0.386 -1.34
3v5 24 2.00000 -0.047 0.006 -1.50
3v6 3 2.66667 -0.348 -0.177 -1.76
4v1 6 1.11111 1.156 1.446 -1.63
4v2 6 1.33333 0.900 1.059 -1.54
4v3 24 1.38889 0.590 0.674 -1.65
4v4 24 2.00000 0.595 0.310 -1.70
5v1 12 1.26667 2.108 2.494 -1.91
5v2 48 1.53333 1.318 1.694 -1.98
6v1 3 1.33333 3.340 3.945 -2.32
6v2 24 1.48889 3.072 3.541 -2.18
7v1 24 1.58730 4.305 4.996 -2.59
8v1 6 1.71429 5.523 6.463 -3.04
8v2 4 1.71429 5.992 6.422 -2.48
9v1 24 1.85185 7.237 7.883 -2.89
10v1 48 2.03704 7.657 9.356 -3.32
10v2 48 2.09630 8.194 8.953 -3.17
11v1 48 2.19394 10.784 -3.63
12v1 48 2.26263 12.652 -3.77
13v1 24 2.43590 14.143 -4.25
14v1 48 2.88645 15.578 -4.60
15v1 1 2.28571 20.025 -3.77

Table 2: Energy and relaxation volume of vacancy cluster configurations (see
also figure 2). The formation energy of the monovacancy is given, then subse-
quently the binding energies for the ath cluster containing N vacancies defined
as Eb (N, a) = NEf (1)−Ef (N, a). Energies are given in eV, relaxation volume
in fraction of atomic volume. Other empirical potential results are given in the
text. The order parameter χ is defined in equation 3. Self-consistent experi-
mental estimates for the monovacancy formation energy are 3.61 ± 0.07[30] to
3.77± 0.07[31].
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DFT this other EAM Kang-Wienberg[35]
work (a) (b) (c)

1v1x1’ 1.756 1.523 2.056 1.845 1.449 1.750

2v1x2 0.069 0.113 0.362 0.191 0.017 0.150
2v1x3 0.051 0.366 0.289 0.482 0.316 0.253
2v1x5 -0.039 -0.054 0.010 0.097 0.045 0.155
3v1x1’ -0.610 0.079 0.492 0.314 -0.023 0.605
3v1x2 -0.115 0.279 0.332 0.626 0.376 0.188
3v1x3 0.337 0.456 0.543 0.617 0.353 0.451
3v1x5 0.133 0.064 0.340 0.200 0.030 0.213
4v1x3 0.105 0.525 0.645 0.808 0.476 0.386

error −0.21± 0.05 0.48± 0.07 0.30± 0.07 −0.24± 0.05 0.04± 0.03

Table 3: Vacancy cluster transition energies. The transition nvaxb takes an n-
vacancy cluster from structure a to structure b ( see figure 2 ). Other empirical
potential results have been computed from analytic forms in (a) Marinica et
al[19], (b) Derlet et al[11], (c) Ackland-Thetford[21]. In order to better show
the differences in the migration energy, the value for the monovacancy migration
energy is given in eV, then subsequent columns show the difference, ie the
total DFT 2v1x2 migration barrier is 1.756+0.069=1.825eV. The simple K-W
model is Es = (E1 +E2)/2 + 1.75. A generally accepted experimental range for
the 1v1x1′ monovacancy migration energy is 1.68 ± 0.06eV at 1550K rising to
2.02± 0.05eV at 2600K[36]. Experiments suggest divacancy migration energies
should be similar to that of the monovacancy[32, 37]. Note that the error
computed excludes the special case of trivacancy migration energy.
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Figure 3: Transition energies comparing the EAM potential described here with
the DFT computed values using the method described in the text. Other EAM
potentials give similar scatter plots; a statistical comparison is given in the text.

to size 9. We find that the EAM potentials perform similarly well. Our poten-
tial gives similar results to AT, slightly underestimating the barriers, whereas
CEA-4 and DND slightly overestimate the barriers.

The benchmark figure for comparing vacancy cluster transitions must be
the monovacancy migration energy, but it is clear that performing well in this
metric alone is insufficient for deciding a good potential for vacancy dynamics.
One transition merits special attention. The trivacancy may rapidly diffuse
without dissociation purely through nearest neighbour atom-vacancy exchanges.
The DFT nudged-elastic-band calculation finds the saddle point to be a very
high symmetry configuration, with four vacant sites tetrahedrally distributed
around the migrating atom. This unusual bonding configuration allows for
a very low energy migration path. The empirical potentials do not find this
high-symmetry, low-energy saddle, and so greatly overestimate the tri-vacancy
migration energy. An examination of the bond lengths and electron density
for the participating atoms suggests that the the energy of this special saddle
point can not be reproduced by modifying the EAM form- it is an example of
a situation where angular dependent bonding terms are necessary.

It is also worth noting that the Kang-Weinberg (K-W) model[35], Es ≈
(E1 + E2)/2 + ∆E, yields good saddle points. The magnitude of the barrier
∆E can easily be tweaked to exactly reproduce the average saddle point barrier;
more importantly we see that the spread of the errors (defined as the difference
between DFT and empirical result) introduced by this estimate is smaller than
that for the EAM potentials. This implies that this very simple saddle point
model is a better estimate than that of the EAM potentials.
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3.4 Surface properties

The surface energy, and interlayer relaxations are important quantities for any
simulations which include explicit crystal surfaces, or where voids are of suffi-
cient size that they start to resemble free surfaces locally. Empirical potentials
for tungsten have struggled to reproduce these fundamental quantities, adding a
layer of uncertainty to results from thin-foil simulations. The (110) surface has
the lowest energy for many bcc metals, including tungsten. Experimentally the
(110) surface energy has been determined to be 0.23eV/Å2[38] which coincides
well with its DFT-computed value 0.250eV/Å2[39]. Empirical potentials give
significantly (40% or more) lower values. Although the trend from one surface
to the next may be adequately reproduced[19], this gross underestimate means
additional surface in the form of voids, or surface roughness is far too readily
formed. The EAM-type potentials CEA-4,DND and AT give similar results-
0.156, 0.150 and 0.161 respectively. The bond-order potentials of Mrovec et
al[40], and Ahlgren et al[33] are no better, giving 0.167 and 0.135eV/Å2 respec-
tively. Juslin et al[41] report 0.09eV/Å2 for the (100) surface, which should
be higher energy. Our explicit modification of the low-electron-density binding
stands alone with an excellent answer of 0.218eV/Å2. Results are summarised
in table 4.

For the (100) surface, our EAM potential produces only the p(1 × 1) peri-
odicity structure, observed in pure tungsten above room temperature[42], and
does not generate the (

√
2 ×
√

2)R45◦ unit cell with p2mg symmetry seen at
low temperature and using DFT[42, 43]. In the (111) orientation, the sur-

face appears as a hexagonal cell with (a =
√

2a0, c =
√

3
4a0) and atoms at

(0, 0, 0), ( 1
3 ,

1
3 ,

1
3 ), ( 2

3 ,
2
3 ,

2
3 ). A slightly lower energy surface ( by 2meV/Å2 ) was

found with the EAM potential if the top layer was only half filled, ie a c(1× 2)
reconstruction with atoms at (0, 0, 0) and (1, 0, 0) removed. The (110) and (211)
surfaces did not show any reconstructions with the EAM potential.

3.5 Vacancy formation energies and transitions at surfaces

Using the EAM potential we have investigated the formation energy of vacancies
near the surfaces, and computed the transition energies for vacancy movement
to and from the surface. The supercells used for the calculations were of cuboidal
shape, containing about 2000 atoms, and allowed to relax in the direction normal
to the surface only. Transitions were computed using the drag method[44], with
care taken to identify any metastable states and to ensure smooth paths between
replicas. The results are summarised in figure 4.

The following features can be noted as common to all surfaces: The forma-
tion energy is low for a vacancy in the surface layers, but rapidly reaches the
bulk level by two lattice parameters depth. The vacancy migration energy is also
at its bulk level beyond this depth. Strings of atoms can be readily displaced
along [111] directions, which can destabilise a vacancy immediately below the
surface.
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surface energy layer relaxation
DFT this other EAM DFT this other EAM

work (a) (b) (c) work (a) (b) (c)

(110) 0.250 0.218 0.156 0.150 0.161 δ12 -3.6 -3.05 -1.13 -0.96 -2.36
δ23 0.2 0.07 0.02 0.02 0.26
δ34 0.00 0.00 0.00 0.20

(100) 0.290 0.239 0.183 0.182 δ12 -6 -2.76 -0.63 -1.19
δ23 0.5 -0.56 -0.61 -2.96
δ34 0.23 0.22 1.42

(111) 0.278 0.257 0.200 0.193 0.206 δ12 -4.48 -4.89 -6.22 -4.40
δ23 -14.87 -7.48 -10.22 -12.72
δ34 7.49 4.96 8.34 9.68

(211) 0.261 0.241 0.186 0.190 δ12 -7.92 -4.85 -5.80
δ23 0.21 1.06 0.95
δ34 -2.57 -0.89 -1.03

Table 4: Unreconstructed surface properties. Energies in eV/Å2. Layer re-

laxation in % ( δij = 100% ×
(

(z̄i−z̄j)

(z0
i−z0

j )
− 1
)

, where z̄i is the average position

of an atom in the ith layer, and z0
i the perfect lattice position. DFT values

from ref [39]. Other empirical potential results computed from analytic forms
in (a) Marinica et al[19], (b) Derlet et al[11], (c) Ackland-Thetford[21]. The
experimental estimate for the surface energy is 0.229eV/Å2[38].

A few metastable reconstructions were identified for vacancies immediately
below the surface ( see figure 4 insets ).

4 Dissociation of vacancy clusters

We have investigated the dissociation of existing vacancy clusters using the
EAM potential and lattice-based atomistic kinetic Monte Carlo. In section 3.3,
we concluded that it was better to use a Kang-Wienberg model barrier between
two competing vacancy clusters ( the average energy of the competing states
plus a constant ), rather than to compute the barrier using the nudged elastic
band method[44] or similar.

We find that whether transitions are considered between elastically relaxed
states, or atoms on a rigid lattice, makes a negligible impact on dissociation
times. We attribute this to there being no deep elastic minima in the potential
energy landscape- a different conclusion would surely be reached if a second
phase[45] or interstitial clusters[46] were present. To ensure this methodology is
consistent with with the migration pathways found in section 3.5, we searched
for metastable off-lattice rearrangements for single vacancies near the surface of
the 15 vacancy cluster, but found none.

We used the standard n-fold way kinetic Monte Carlo algorithm[47] consid-
ering all vacancy-atom exchanges each time step, with a K-W model rate for
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Figure 4: Formation energy and transition paths for a single vacancy brought
close to a surface using the EAM potential. Insets show reconstructions with
atoms colour-coded by depth, (red=layer 1, green=layer 2, blue=layer3).

exchange:

r1→2 = νD exp

(
− (E2 − E1)/2 + ∆E

kBT

)
, (4)

where νD = 6.45 × 1012Hz[48] is the Debye frequency and ∆E = 1.75eV. The
initial configuration was 13× 14× 15 unit cells, with the lowest energy vacancy
cluster placed in the centre, and dissociation was deemed to have occured when
one or more vacancies separated from the central cluster for 100 steps. The
dissociation time was computed at a range of temperatures, and from this a
single characteristic temperature for dissociation after one second was found by
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Arrhenius fitting. The results are shown in figure 5.
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Figure 5: (Left) Average vacancy cluster dissociation time and (right) char-
acteristic temperature for dissociation computed by atomistic Kinetic Monte
Carlo simulation as described in the text. The symbols on the left-hand plot
correspond to the sizes indicated in the right-hand plot.

5 Conclusions

We have demonstrated a failure of existing empirical potentials to reproduce the
properties of tungsten in low-electron-density regions, and have remedied this by
stiffening the embedding function. Our potential reproduces experimental prop-
erties of monovacancies in tungsten, with a formation energy 3.73eV lying in the
experimental range 3.61± 0.07[30] to 3.77± 0.07[31]. The monovacancy migra-
tion barrier (1.52eV) is low compared to the established DFT estimate 1.76eV,
but is not unreasonable given the lowest temperature experimental estimate is
1.68 ± 0.06eV[36] taken at 1550K. We have shown in section 3.3 that vacancy
cluster transitions are generally well reproduced by a very simple fixed-barrier
model for the saddle point energy, but that the energy of individual transi-
tions requires a more sophisticated model of electronic bonding than EAM. We
note that the trivacancy has a very low migration energy (1.146eV compared to
monovacancy 1.756eV), as it may migrate without cluster dissociation through
a very high symmetry saddle.

The divacancy binding energy with the potential detailed here is 0.17eV,
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which is a good match to the DFT value 0.05eV. We have shown that this
potential reproduces the relative energy of competing vacancy clusters with
high fidelity. The binding energy of a low energy n-vacancy cluster varies as
n2/3- suggesting the surface energy is the dominant factor.

The (110) surface energy for this potential is 0.218 eV/Å2, which compares
well to the experimental value 0.229eV/Å2[38]. We have shown that the po-
tential developed here predicts vacancies are metastable two lattice parameters
below the surface, but if they come closer then that it is possible for strings of
atoms to shift along 〈111〉 directions, just as crowdions move, and occasionally
generate complex metastable rearrangements with off-lattice atomic positions.
However, as these states have very low barriers for a second rearrangement
where the vacant site ends up on the surface and near-perfect lattice below, we
don’t expect these states have a significant effect on microstructural evolution.

We believe our potential stands alone in the quality of its surface and vacancy
properties.
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A Parameterization

The full potential is defined by the energy for atom i ( equation 1 ).

Ei =
1

2

∑
j∈Ni

V (rij) + F [ρi] , (5)

The potential can be considered as a piecewise polynomials, smoothly trans-
forming to non-polynomial forms. Start by writing the polynomial switching
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function which switches from 0 for x ≤ a to 1 for x ≥ b and is smooth in first
and second derivatives.

P (x; a, b) =


0 x ≤ a(

b−x
b−a

)3 (
10−

(
b−x
b−a

)(
15− 6

(
b−x
b−a

)))
a ≤ x ≤ b

1 x ≥ b
. (6)

Note that P (x; b, a) = 1− P (x; a, b).
where Ni denotes the atoms within the cutoff range d = 4.400224Å, and

V (r) =

(∑
k

vkr
k + Θ (b0 − r) B (b0 − r)3

exp(−αr)

)
P (r; r1, r2) + VZBL(r)P (r; r2, r1)

ρ =
∑
j∈Ni

∑
k

φkr
k
ij

F [ρ] =

(∑
k

fkρ
k

)
P (ρ; ρ1, ρ2)− Ã(

√
ρ− ρ)P (ρ; ρ2, ρ1) (7)

The polynomial-exponential term in the pairwise potential is the Ackland-
Thetford correction, and VZBL(r) the ZBL universal screening potential. The
ZBL form is given by[23]

VZBL (r) =
Z2

4πε0r

[
0.1818 exp(−3.2r/as) + 0.5099 exp(−0.9423r/as)
+0.2802 exp(−0.4029r/as) + 0.02817 exp(−0.2016r/as)

]
.

(8)
The polynomial coefficients ( together with their piecewise ranges ) and the

other parameters are given in table A. We have cast the parameterization in a
gauge where ρ = 1 is the equilibrium level and F [0] = F [1] = 0. This choice
facilitates the construction of alloy or multicomponent potentials[49].
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polynomial coeff

pairwise r ≤ r3 r3 ≤ r ≤ r4 r4 ≤ r ≤ r5 r5 ≤ r ≤ r6 r6 ≤ r ≤ d
v0 485.20687337 1672.80727767 484.70687337 -269633.03766600 -13.15286569
v1 -657.05630058 -3259.54335870 -657.05630058 521427.92332378 5.97827097
v2 331.99799706 2597.12562159 331.99799706 -429337.75697398 -0.67931439
v3 -74.41886462 -1052.88021959 -74.41886462 194931.24632733 0.00000000
v4 6.25419986 215.98823915 6.25419986 -52643.36541543 0.00000000
v5 0.00000000 -17.84970547 0.00000000 8443.10885188 0.00000000
v6 0.00000000 0.00000000 0.00000000 -743.04140840 0.00000000
v7 0.00000000 0.00000000 0.00000000 27.59876548 0.00000000

density r ≤ d
φ0 0.621131682
φ1 -0.28231821
φ2 0.032079982

embedding ρ ≤ ρ− ρ ≥ ρ−
f0 0.00000000 -2.98221766
f1 -769.383288570 2.85858359
f2 362.5771731 0.00000000
f3 -54.09612738 0.00000000

non-polynomial parameters
A-T
b0 2.74114361
B 89.7
α 2.0

ZBL
Z 74
as 0.078908

piecewise ranges
r1 1.0
r2 1.5
r3 2.0
r4 2.7
r5 3.1652
r6 3.52
d 4.400224
ρ− 0.15708365
ρ1 0.73783958
ρ2 0.99447943

Table 5: Polynomial coefficients, non-polynomial parameters, and piecewise
ranges for their applicability. Note that V (r > d) = 0. All units eV, Å.
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