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Non-Maxwellian fast particle effects in gyrokinetic GENE
simulations
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Fast ions have recently been found to significantly impact and partially suppress plasma
turbulence both in experimental and numerical studies in a number of scenarios. Under-
standing the underlying physics and identifying the range of their beneficial effect is an
essential task for future fusion reactors, where highly energetic ions are generated through
fusion reactions and external heating schemes. However, in many of the gyrokinetic codes
fast ions are, for simplicity, treated as equivalent-Maxwellian-distributed particle species,
although it is well known that to rigorously model highly non-thermalised particles, a
non-Maxwellian background distribution function is needed. To study the impact of this
assumption, the gyrokinetic code GENE has recently been extended to support arbitrary
background distribution functions which might be either analytic, e.g. slowing down and
bi-Maxwellian, or obtained from numerical fast ion models. A particular JET plasma with
strong fast-ion related turbulence suppression is revised with these new code capabilities
both with linear and nonlinear gyrokinetic simulations. It appears that the fast ion stabi-
lization tends to be less strong but still substantial with more realistic distributions, and
this improves the quantitative power balance agreement with experiments.

ence of fast ions, generated through fusion reac-
tions and/or external heating schemes, has re-

A major factor limiting the performance of
a fusion reactor is plasma turbulence. It is
inevitably driven by steep temperature and
density profiles and is one of the main rea-
sons for the energy confinement degradation
of nowadays tokamaks. In particular, the
ion-temperature-gradient (ITG) instability has
been identified as an important driver of
microturbulence’. Any mechanism able to re-
duce its development is extremely valuable and
can lead to an increase of the energy confine-
ment time. Among the different stabilising
effects on the ITG microinstability, the pres-
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cently been found to have a significant impact
on plasma turbulence. Several studies have in-
deed shown that fast ions can passively dilute
the main ion species®3, increase geometric sta-
bilisation, i.e. Shafranov shift stabilization?, re-
duce the thermal ITG drive through a wave fast
ion resonance®, and finally actively stabilise lin-
ear growth rates and nonlinear fluxes through
an electromagnetic stabilization related to fast
ion suprathermal pressure gradients®”. Other
works have instead tackled the opposite issue,
namely in which degree turbulence affects the
fast ion background distribution function and
the associated pressure profiles®®. Thanks to
these works significant progress in the under-
standing of fast ion affected turbulence and vice
versa has already been made and a good agree-
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ment between numerical and experimental re-
sults is often achieved. However, in some of
the most prominent studies where fast ions were
found to be crucial to obtain realistic heat flux
levels, the turbulence suppression appeared to
be overestimated and power balance was, e.g.,
only reached with an increased main ion pres-
sure gradient profile. In these works, an equiv-
alent Maxwellian distribution function was em-
ployed for the highly non-thermalised fast ion
species. Here, for the first time we address the
impact of fast ions by using realistic distribu-
tion functions in the gyrokinetic code GENE!.
The latter has been modified recently to ac-
count for completely arbitrary background dis-
tribution functions, which might be either an-
alytic, e.g. slowing down and Bi-Maxwellian,
or numerical, e.g. extracted from specialized
beam modelling codes like NEMO/SPOT!! (the
Neutral Beam Injected (NBI) particles) and
SELFO!? or TORIC/SSFPQL!31* (for Ton Cy-
clotron Resonance Heated (ICRH) ions). The
associated modifications in the underlying equa-
tions and in the source code will be discussed in
the following before this new code version will
be applied to one of the aforementioned sce-
narios with substantial fast-ion related turbu-
lence suppression. In detail, this paper is orga-
nized as follows. In Sec. II the basic gyrokinetic
equations are discussed, for the full electromag-
netic case, without any assumption on the back-
ground distribution function. The Vlasov equa-
tion, the moments of the distribution function
and the Maxwell equations are self-consistently
treated on the GENE coordinate grid. The limit
of validity of the above derivation is discussed.
In Sec. III an introduction of a JET L-mode
discharge studied in this paper is presented and
the non-Maxwellian distribution functions used
in the GENE numerical simulations are defined
in Sec. IITA. A linear and nonlinear analysis
with the more realistic distribution functions
for the fast ion species is respectively shown in
Sec. IIIB and Sec. IIT C and finally in Sec. IV

general conclusions are drawn.

1.  NON-MAXWELLIAN GYROKINETIC
EQUATIONS

All the simulations presented in this work
have been performed with the gyrokinetic code
GENE, which solves numerically the Vlasov-
Maxwell system of equations on a five di-
mensional grid for each time step. GENE
can either be operated in the local flux tube
approximation'®, in a radially global torus
geometry'® or as a flux-surface code'®. Fur-
thermore, full electromagnetic effects, realistic
collision operators'® and experimental geome-
tries can be included. In the following section
the basic gyrokinetic equations are re-derived
in the full electromagnetic case without any as-
sumption on the shape of the background distri-
bution function. This general derivation allows
a very flexible treatment of non-thermalised
fast ion species, able to capture asymmetries
and anisotropies of the background distribution
function which might arise from the different
heating schemes of a tokamak reactor.

A. Vlasov equation

The Vlasov equation determines the time
evolution of the distribution function of each
plasma species and in the gyro-center coor-
dinate system (X,v,,u) can be written as

follows'”
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Here, X represents the centre of gyration, v,
the velocity along the magnetic field line and
1 the magnetic moment. Expliciting the time
derivatives of the coordinates'®, Eq. 1 can be
written as

F ~ . . S
v + [v,.bo + (Ug + Uvp + Uc)}
. {ﬁF — {q&@% + %EOIKLH (2)
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Here, the curvature, E x By and VB
drift velocities have been defined as v, =

v? = ~ N c = = =
ﬁ (V X bO)L’ Vg = 878 (BQ X V{l) and

UV B, %3‘ (éo X ﬁBO). Furthermore, &
denotes the modified potential & = ¢ —
%Al,n + %Bl,ll; Q = % and bo = %g.

The overbar denotes gyroaveraged quantities,
which in the local code approximation reduce
to the mere multiplication of Bessel functions,
i;e' (bl = JO (A) (bl; A17|| = JO (A) Al,u and
By, = I (\) By,; where I; (\) = 2J; (\) and
A= B (21797‘;“)1/2 Furthermore, By denotes
the background magnetlc field; £ the perturbed
electric field defined as E = V&l, q and m, re-
spectively, the charge and the mass of the con-
sidered species; ¢ the speed of light and k, the
perpendicular wavenumber.

An often employed approach in gyrokinetics
is the splitting of the distribution function of
each species into a background component and
in a small fluctuating part, i.e. F = Fy + F}
(so-called df). While many derivations like the
previous one for GENE rely on local Maxwellian
distributions, here we relax such assumption on
Fy. The gyrokinetic ¢ f ordering, i.e. ni/ng ~
e < 1, allows to greatly simplify the numeri-
cal solution of Eq. 2. It is indeed possible to
separate the time scale of variation of the back-
ground to the one of the fluctuating quantities
through the expansion parameter €. The zeroth
order term of the Vlasov equation, which reads
as

0Fy, -

- OF,
= =bo <v,VF VBO “) (3)

ov,

is exactly zero for local Maxwellian background
(defined in Eq. 25). The zeroth order quanti-
ties can hence be considered time independent
on the turbulent time scale. For the case of
an arbitrary background distribution functions,
Eq. 3 is not necessarily zero and the degree of

violation of Eq. 3 must be studied case by case.
In section IITA an accurate analysis on Eq. 3
is done for the numerical distribution functions
employed in this paper. The turbulent evolu-
tion of the system is determined by the first
order term of Eq. 2. It is convenient, at this
point, to introduce a field aligned coordinate
system, defined through the metric coefficients
gv = Vu' -V, with v' = (2,9,2), = ra-
dial direction, y binormal direction, z toroidal
direction. The strong anisotropy of plasma
turbulence respect to the magnetic field, i.e
k) [k, << 1, allows to greatly simplify the ana-
lytical derivation of the first order term of Eq. 2,
which becomes
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A modlﬁed distribution function g1 = F; —
A1 0 8U° has been introduced and the follow-

mg geometrical coefficients have been defined

v = gl — g%g!2 and C = Bo/’}/l/z- Eq. 4
is solved in dimensionless units. With this aim,
all the physical quantities have been split into a
dimensionless value and a dimensional reference
part. The reference values used for normalizing
Eq. 4 are the elementary electron charge e, the
main ion mass m; and temperature T;, a ref-
erence magnetic field B and a macroscopic
length L,ef. The normalized Vlasov equation
for a completely general background distribu-
tion function can be written as follows
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[
where the following geometrical coef- B. Velocity space moments
ficients K, = —% (GyBO — ::—?@BO),
1 s In order to treat self-consistently the Vlasov-
Ky = & ((%Bo - 718230); the mnormal-  ypavwell system of coupled equations, the fluc-
ized x-derivative 0, = —(0p — 20, Bo%); tuating component of the fields must be eval-

the normalized background pressure gradient

wp = —Lyef n8§’}° and the reference thermal to
magnetic pressure ratio Bref = % have

been defined. If the equilibrium digftribution
function Fy is a local Maxwellian, it can be
shown that Eq. 5 reduces to the gyrokinetic
equation known in literature'®17.

Map (x )2b/2<

Here, f9°(X,0 v‘,,p) is the perturbed distri-
bution functlon in the guiding centre coordi-
nate system and ¢ is the Dirac-delta function.
The space transformation used to link the par-
ticle coordinates to the guiding centre is x =
X 4+ r(X, p, 0), where r denotes the gyroradius
vector. Since, from Eq. 5 the time evolution
of the perturbed distribution function is per-
formed in the gyro centre coordinate system it is
necessary to define an operator T which trans-
forms F) from the gyro centre to the guiding
centre coordinate system. T is defined up to

uated from the perturbed distribution function
of each plasma species at every time step. For
this reason, in the following section a general de-
scription of the moments of F}, which enter in
the calculation of the field components, is pre-
sented without making any assumptions on the
background distribution function. The general
a-th moment in v, and b-th in p (or, more pre-
cisely, in v} ) in the guiding centre coordinate
system (X, 6, v,, 1) is defined as follows

X) f9° (X, 0, v,, ) v*ub/?d® X dv, dpd6. (6)

(

the first order in the gyrokinetic expansion'”:'®

as follows

99X, 0,0, 1) = T*Fy (X, v, ) (7)
—F { [QZZO gv,%io] (Ar, (X +71)
- Al,u (X))

[0 (61 (X +1) = 6 (X)) — by, ] 20



By performing the integrals over # and X
and using the previously defined operator, the

generic moment of the gyro centre distribution
function reduces to

Mav”(”:”(?%)b/m/ (e (5 G e %F)(Al' )= b=m) g

where (...) = 5= [...df. In the specific case of
a Maxwellian background, Eq. 9 can be greatly
simplified, i.e. the term that multiplies the vec-
tor potential is exactly zero. As it will be
shown in the next section, the latter simplifica-
tion leads to a decoupling between the Poisson
and Bj , equations and the parallel component
of the Ampere’s law. This is not necessarily the
case for non-Maxwellian distribution function.

C. Field equations

The Poisson equation and the Ampere’s law
for both the parallel and perpendicular com-
ponent of the electromagnetic potential can be
written in terms of the My o, M; ¢ and My ; mo-
ments of the perturbed distribution function F
as follows

l¢1 = 747‘(2%”1]
(10)
= —4772 qjMo,0,5 (%),

J
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The field equations have been written in the
particle coordinate system (é17é2,60)7 where

¢(0) is the unit vector in the perpendicular
plane, ¢(0) = —sin6é; + cosfés. From Eq. 9
it is possible to reformulate the field equations
in terms of the perturbed distribution function
F as it is done in Eq. 13, 14, 15. For the sake
of simplicity, in the following equations the sum
over all species is omitted.

Pd)l (X) + ./'—"141,‘| (X) + TBl,H (X)

13

= qmngBy / Jog1 (x) dv,dp (3

L¢1 (X) + HAl S ( ) + ]CBLH (X) (14)
= qnoTPref —— Bov 5 Uth /vuJofh (x) dv,dp

R¢1 ( ) + WAl Nl (X) + QBl,H (X) 15
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The following operators have been defined
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For a completely general background distribu-
tion function each component of the fields is
coupled to the others. This system decouples
for the A;, component if a Maxwellian distri-
bution functions is chosen, since F =W = L =
K=0.

I1l. APPLICATION OF REALISTIC FAST
PARTICLE BACKGROUND DISTRIBUTIONS

Taking advantage of these new capabilities of
the gyrokinetic code GENE, experimental dis-
charges associated to significant fast ion stabil-
isation can now be studied with the more real-
istic modelling tools for the energetic ion pop-
ulation introduced in Sec. II. The newly imple-
mented terms have been benchmarked with the
gyrokinetic codes GKW and GS2 for simplified
geometry and in the electrostatic limit in Ref. 19
and in the work at hand a realistic scenario is
extensively studied. The JET C-wall L-mode
plasma 73224 has been selected and re-analysed
with the more realistic non-Maxwellian distri-
bution functions. The experiment was per-
formed with vacuum toroidal magnetic field
Br =~ 3.3T, plasma current Ip ~ 2M A and with
q95 ~ 6. The heating power consists of 3.5M W
of ICRH in (3He)D minority scheme and of
1.5MW of NBI. Furthermore, the ICRH power
was deposited on-axis. The plasma was com-
posed of bulk thermal Deuterium, electron and
Carbon impurities and of fast NBI Deuterium
and ICRH 3He. An accurate description of this
discharge can be found in Ref. 20-22. Experi-
mental geometry, collisions (Landau-Boltzmann
operator), electromagnetic fluctuations and ki-
netic electrons are included. The magnetic ge-
ometry and the nominal plasma parameters are
summarised in table I and the radial ther-
mal density and temperature profiles, recon-
structed by CRONOS simulations, are shown
in Fig. 1. The analysis of this discharge is per-
formed in the local flux tube approximation at
a radial position of pior = 0.33, i.e. where
a significant fast ion turbulence suppression is
observed. The local approach is justified by
low values of the ion Larmor radius normalized
to the tokamak minor radius, i.e. p;/a, with
pi = (Ti/m;)'/?/Q, namely p* = 1/450 for ther-
mal ions and p}, p = 1/150; piy, = 1/200,
respectively, for fast deuterium and helium.
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FIG. 1. Radial profiles of main ions (blue line) and electron (red line) a) temperature and b) density for

the discharge 73224.

TABLE I. Parameters at pior = 0.33 for the JET L-mode discharge 73224 according to Ref.??23, T
represents the temperature normalized to the electron one, R/Lr,, the normalized logarithmic temperature
and density gradients and v* the electron-ion collision frequency normalized to the trapped electron bounce

frequency.

R g q T./T; R/Lr, R/Lr, R/Ln, v

3.1 0.5 1.7 1.0 9.3 6.8 1.3 0.038
nsp n3pe Typ Tspe R/Lt;, R/Lty R/Lnsp R/Ln,,,,
0.06 0.07 9.8 6.9 3.2 23.1 14.8 1.6

A. Equilibrium distribution functions

As mentioned in section II, a §f approach
is employed for solving the gyrokinetic system
of equations where the distribution function of
each species is split into a time independent
background component and a small fluctuat-
ing part. For all the thermal species, the back-
ground Fj is assumed to be the local Maxwellian
distribution function as defined as follows

2
no —mvy /2 — uBy

Foyy=—— — M T ). (25

0,M 7r3/2v§,h exp ( i (25)

Here, m is the particle mass, Ty the equi-
librium temperature, ng the particle density,
Vip = (2T0/m)1/2 the thermal velocity and By
the equilibrium magnetic field. For the case of
energetic ions the more flexible F, setup pre-
sented in Sec. II has been implemented in the
code. GENE is able to support a large variety
of different background distribution functions
which can be either analytical or numerical.

In so doing, it is possible to capture asymme-
tries and anisotropies in the distribution func-
tion arising from the different heating schemes,
e.g. ICRH and NBI. In particular, here, differ-
ent backgrounds are used for each fast particle
species. For the case of NBI fast Deuterium
a numerical distribution function has been ex-
tracted from SPOT/NEMO simulations with
4191 test particles and has been interpolated
on the GENE coordinate grid. In Fig. 2a) the
numerical SPOT/NEMO distribution function
is shown on the GENE v, — u grid. A veloc-
ity space structure similar to a slowing down
distribution can be identified with a cut-off ve-
locity v, . ~ 1.5. Furthermore, a strong veloc-
ity anisotropy between co-passing and counter-
passing fast particles is observed. In the next
paragraph a linear analysis is performed study-
ing the impact of the different backgrounds on
the linear observables, i.e. growth rates and fre-
quencies. Regarding the NBI fast deuterium,
the results obtained with the SPOT/NEMO
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FIG. 2. #-integrated a) SPOT/NEMO and b) TORIC/SSFPQL numerical distribution functions on the

(v, p) velocity grid.

distribution function are compared to the ones
obtained with the analytic slowing-down func-
tion derived in Ref. 24 and, e.g., used in Ref. 25
for modelling fusion born alpha particles. The
latter is a solution of the Fokker-Planck equa-
tion with an isotropic delta-function particle
source and is defined as follows

3
Fos = ng O (vy — V).
47 log (1 + %ﬁaﬁ) [v3 + 3]
(26)

Here, the birth velocity is defined through

the birth energy FE, in the follow-

ing way v, = (2E4/mo)'/? , while
3 . ; 7/2 1 /3

Ve = Uthe \/Zm Emain ions :LLE:M ) rep-

resents the critical slowing down velocity.
Furthermore, © is the Heaviside step function.

For the case of the ICRH 3He, nu-
merical distribution functions extracted from
TORIC/SSFPQL and SELFO/LION+FIDO
are used both in the linear and turbulence
analysis presented in this work. Interface rou-
tines between these different codes and GENE
have been implemented. The SPOT/NEMO
and SELFO/LION+FIDO numerical distribu-
tion functions, here employed, had already been
used in Ref. 7 to calculate the fast ion profiles
for the equivalent Maxwellian distribution func-
tion respectively for the NBI and ICRH-driven
fast ions. In Fig. 2b) the phase space structure
of 3He distribution functions extracted from

TORIC/SSFPQL is shown on the GENE co-
ordinate grid. No significant difference with the
SELFO/LION4FIDO background is observed.
As for the NBI fast Deuterium, a first order an-
alytical approximation is applied for the ICRH
3He. To account for anisotropies in velocity
arising from the ICRH heating scheme, a bi-
Maxwellian distribution

no 2/ 2 pBo
F = —F75 5 € —v, /U - ).
0,aM 7T‘3/2'Uth7“'0t2h7l Xp( H/ th,n TL )
(27)

is used through all the rest of this work. Here,
T, and T'| are respectively the parallel and per-
pendicular temperatures. The T /T, = 2.2
and Ly /Ly, = 3 anisotropies have been ex-
tracted from SELFO/LION+FIDO simulations
and are consistent with the ones evaluated with
TORIC/SSFPQL. Furthermore, the fast par-
ticle temperatures have been defined as the
second order moment of the numerical distri-
bution functions®26, i.e. NEMO/SPOT for
the NBI fast deuterium and TORIC/SSFPQL
and SELFO/LION+FIDO for the ICRH 3He,

namely

2 3
- fv FO,numericald v
f FO,numericaldgv

One of the major constraints on the non-
Maxwellian backgrounds is set by Eq. 3. The
time scale of background distribution variations
Tr, described by the zeroth order Vlasov equa-
tion should always be well separated from the

T

(28)
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FIG. 3. Comparison between the time scale of vari-
ation 7g, of the backgrounds employed in the tur-
bulence analysis of Sec. III C and the average time
of GENE nonlinear simulations in units of ¢;/a.

turbulent time scale. While this can be easily
shown to be the case for local Maxwellians and
slowing down backgrounds, other distribution
functions like the numerical and bi-Maxwellian
ones require a more detailed study of Eq. 3.
Corresponding results are shown in Fig. 3 and
demonstrate that the average time - normalized
to ¢s/a - required in the GENE nonlinear sim-
ulations to reach a saturated turbulence state
is several order of magnitudes smaller than 7p,.
The background distributions can thus be con-
sidered constant in time.

B. Linear growth rate analysis

This section adresses the impact of the more
realistic distribution functions on the ITG mi-
croturbulence.  Although a true comparison
with experiments can only be made with fully
nonlinear simulations (see next session), it is
still possible to extract valuable information
about the expected nonlinear sensitivity of the
ITG dominated physics on the different fast
ion backgrounds from the single mode analy-
sis in the framework of the quasilinear theory.
Previous studies shown in Ref. 19 are here ex-
tended by including growth rates and frequen-
cies obtained with the fast-ion numerical distri-

bution functions. To resolve the fine velocity-
space structure of the numerical backgrounds,
68 points have been used for both the v, and
the p GENE grids with simulations box sizes of
respectively (9, 3) in normalized units. For the
analytical backgrounds, instead, 32 points and
48 equidistant symmetric grid points have been
used for the v, and ¢ GENE grids. A first lin-
ear analysis is performed on the NBI fast Deu-
terium. In Fig. 4 the GENE growth rates and
frequencies are shown for different kyp; values
or equivalently for different toroidal mode num-
bers n. All the plasma species have been mod-
elled with a local Maxwellian with the excep-
tion of the NBI fast Deuterium which, instead,
has been modelled with the different analytical
(slowing down) and numerical (NEMO/SPOT)
distributions introduced in the previous para-
graph. The growth rates and frequencies have
been normalized to c¢s/a with ¢s = (Te/mi)l/z.
A low sensitivity to the change of the fast Deu-
terium distribution function is observed. The
velocity space anisotropies, well captured only
from the numerical NEMO/SPOT distribution,
do not significantly modify the linear results
and only a relative difference of a few percent,
ie. < 10%, is observed. The slowing down
distribution function can approximate better
the numerical NEMO/SPOT results than the
local Maxwellian. Furthermore, for this spe-
cific choice of fast Deuterium parameters, lower
growth rates are found with the more realistic
distributions. A similar analysis can be per-
formed for the ICRF-heated 3He. All the ther-
mal plasma species have been modelled with a
local Maxwellian while the NBI fast Deuterium
either with a Maxwellian and a slowing down,
which has been found to be the best analyt-
ical approximation to the NEMO/SPOT dis-
tribution. In Fig. 5, linear growth rates and
frequencies are shown for different 3He back-
grounds. In contrast to the previous results
for fast deuterium, it is shown that the ICRH
3He has a significant impact on the linear ITG
physics and differences of ~ 50% are observed.
A change in the background distribution and its
radial derivative leads to a consequent change of
the resonant ITG-fast ion stabilisation, which
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FIG. 5. GENE calculation of the linear growth rates (a) and frequency (b) for different k,p; and toroidal
mode numbers n for different distribution functions for the fast *He.

in Ref. 5 has been found to have significant ef-
fects on this discharge. For nominal parame-
ters, the resonance ITG stabilising mechanism
is predicted to be much more effective for the
ICRF-heated 3He than for the NBI fast Deu-
terium, which might explain the lack of sensi-
tivity of the fast Deuterium results on the dif-
ferent backgrounds. Moreover, with the more
realistic He distribution functions a weakening
of the still substantial fast ion stabilisation is
observed. These results are consistent with ex-
perimental observations” and predict an overes-
timation of equivalent-Maxwellian fast-ion sta-
bilisation for the nominal plasma parameters.

According to quasilinear models an increase in
the linear growth rates might lead to a relative
increase of the nonlinear fluxes, greatly improv-
ing the agreement with experiments. Further-
more, an excellent agreement between the lin-
ear results obtained with TORIC/SSFPQL and
SELFO/LION4FIDO is shown in Fig 5. The
bi-Maxwellian has been found to be a good ana-
lytical approximation for the growth rate anal-
ysis to the numerical distributions in the low
kyp; ~ 0.1—0.3 wave number range, where most
of the transport typically originates in nonlinear
ITG simulations.



C. Turbulence analysis

The impact of more realistic fast-ion distribu-
tion functions on the turbulent transport of the
low-beta JET discharge 73224 is studied with
GENE nonlinear simulations. The physical pa-
rameters are the same as in table I. The radial
box size is 175p; and the minimum kyp; is set
to 0.05. We used 192 grid points in radial di-
rection, 48 modes in the binormal direction and
32 points along the field line. As for the linear
simulations, a high velocity space resolution is
required to resolve the fine velocity structure
of the non-Maxwellian distribution functions.
In velocity space, 68 points and 68 equidistant
symmetric grid points have been used for the
numerical distributions and 48, 32 for the an-
alytical backgrounds for resolving respectively
the p and the v, space with a (u,v,) box size
of respectively (9,3) in normalized units. The
first nonlinear analysis presented in this paper
concerns the study of the main ion and elec-
tron fluxes. In a previous publication’, it has
been shown that a much better agreement be-
tween the numerical and the experimental val-
ues - extracted from CRONOS?” interpretative
simulations - was achievable only by including
equivalent Maxwellian fast ions in the numer-
ical simulations. However, the experimental
fluxes were matched only by an increase of the
main ion temperature gradient of ~ 20% and
an overestimation of the fast particle stabiliz-
ing effects was observed at the nominal plasma
parameters. In Fig. 6 a comparison between
the nonlinear results obtained with the more
realistic fast ion distribution functions is shown
for values of the main ion temperature gradi-
ents inside the experimental error bars. In or-
der to keep the same notation as in Ref. 2022,
the particle and heat fluxes are normalised, re-
spectively, to I'yp = vth’ip?m/Rg and Qg =
Vth,i pfniTi/ R%. Furthermore, the NBI fast deu-
terium has been modelled either with a local
Maxwellian or with a slowing down distribution
function. The NEMO/SPOT numerical distri-
bution was numerically challenging in the full
nonlinear GENE turbulence simulations. An
increased number of markers is most likely re-
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quired in NEMO/SPOT simulations in order to
obtain a smoother numerical distribution com-
pared to the coarse function with 4191 test par-
ticles used in this paper. However, as shown
in the previous paragraph, no significant dif-
ference is expected by employing the numeri-
cal distribution function for the NBI fast deu-
terium. The values of the fluxes are computed
as a time-average over the saturated state of
the simulations. In Fig. 7 the time trace of
the main ion and electron fluxes obtained with
slowing down NBI fast deuterium and numeri-
cal TORIC/SSFPQL helium is shown with the
correspondent average value used for Fig. 6. A
significantly better agreement between numeri-
cal and experimental results is achieved with the
more realistic distribution functions for the fast
ion population. The experimental results are
well reproduced by GENE simulations inside
the temperature gradient error bars with both
analytical (slowing down, bi-Maxwellian) and
numerical (SSFPQL/TORIC-SELFO) distribu-
tion functions. In line with the linear results,
a corresponding "weakening” of the (still sig-
nificant) fast ion stabilisation is observed and,
for the range of parameters here exploited, the
bi-Maxwellian distribution is confirmed to be
a good first order approximation to the more
realistic backgrounds. Furthermore, a good
agreement between GENE simulations based on
TORIC and SELFO is here confirmed by the
nonlinear results. The impact of the different
fast ion distribution functions on the nonlin-
ear transport levels can be further investigated
through the study of the zonal flow structure.
It has been shown in several publications?®-30
that zonal flows - as major nonlinear satura-
tion mechanisms - can play a significant role in
the reduction of turbulent fluxes. In gyrokinetic
simulations, zonal flow activity is often mea-
sured through the F x B shearing rate defined
as follows

2
d d)zon
wzr = 2

(29)

Here, ¢,y is the zonal component of the elec-
trostatic potential. In Fig. 8, the ratio between
wzp, averaged over all the k, mode compo-
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and TORIC/SSFPQL fast helium. The gray area denotes the experimental value within error bars.

nents, and the linear growth rate at the k, of
the transport flux maximum is shown for dif-
ferent values of the main ion temperature gra-
dients and for the different fast ion distribu-
tion functions used in the nonlinear analysis
of Fig. 6. A qualitative though correlation be-
tween < wzp >k, /Yin and the turbulent flux
levels is observed in Fig. 8. The zonal flow ac-
tivity increases with a decrease of the main ion
temperature gradients and lower fluxes are ob-
served in GENE numerical simulations. These
results suggest that the zonal flows are also af-
fected by the more realistic fast-ion distribution
functions and they are overestimated in the case
of equivalent Maxwellian distributed fast ions.
A more quantitative analysis will be done in fu-
ture.

IV. CONCLUSIONS

In the present paper the J§f gyrokinetic
Vlasov-Maxwell coupled equations are re-
derived for a completely arbitrary background
distribution function in the full electromagnetic
case. As a meaningful example for a possible ap-
plication, a previous study on a particular low
beta JET plasma with significant fast ion sta-
bilisation is revised with more realistic distribu-
tion functions for the fast ion population com-
pared to the results obtained with equivalent
Maxwellian background distributions. The bulk
plasma is composed by Deuterium, electron and
Carbon impurities, while the fast particles are
NBI fast deuterium and ICRH accelerated *He.
Electromagnetic effects, collisions and experi-
mental geometry are taken into account in the
simulations. In the linear analysis it is found
that with the more realistic distribution func-
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tions the fast ion stabilisation still holds, even
if it is weakened. This is in line with the pre-
vious nonlinear findings where gradients higher
than the nominal ones had to be employed in or-
der to match the experimental heat fluxes in the
presence of fast particles??. The impact of the
different non-Maxwellian backgrounds is stud-
ied separately on each fast ion species and a
lack of sensitivity to the NBI fast ion distribu-
tion is observed. Generally, the choice of the
3He background distribution - particular, its
anisotropies and asymmetries - has a stronger
impact on the linear results than the fast deu-
terium backgrounds. As discussed in this pa-
per, a change in the background distribution
affects the resonant I'TG-fast ion stabilisation
which, for this JET discharge, is particularly
strong only for the fast helium population, as
proved in Ref. 5. These linear results are con-
firmed by the GENE nonlinear turbulence sim-
ulations. An improved agreement between the
experimental and numerical results is achieved
for the main ion and electron fluxes at the nomi-
nal plasma parameters when more realistic fast-
ion distribution functions are employed. Ad-
ditionally, for the range of parameters consid-
ered here, the bi-Maxwellian and the slowing
down distributions are shown to be good first

13

order approximations to respectively the fast
helium and deuterium numerical backgrounds.
A good agreement between nonlinear GENE
results obtained using TORIC/SSFPQL and
SELFO/LION4FIDO distribution functions is
here confirmed. First results suggest that the
choice of the background distribution function
has also an impacts on the level of zonal-flow
activity.
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