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Abstract

To investigate blob properties in the tokamak Scrape-Off Layer (SOL) , we perform dedicated nu-
merical nonlinear simulations of plasma turbulence in the SOL of a TCV discharge using the GBS
code. A blob detection technique is used for the first time in a full-turbulence simulation to track
the motion of the filaments in the SOL. The specific size, density amplitude and radial velocity of
the blobs are computed, with the typical values being 7.4 ρs, 0.33 ne and 0.016 cs, respectively.
The analysis of blob structure in the parallel direction shows that the blobs are partially detached
from the limiter. The cross correlation analysis shows how the blobs are born all along the entire
field line, not being generated primary on the low field side SOL and expanding towards the limiter.
The blob radial velocity agrees well with the inertial branch of the existing scaling law. The radial
particle and heat fluxes given by blobs are shown to be responsible of up to 100% and 70% of the
turbulent particle and heat flux in the far SOL, respectively. The results of a second simulation
with a 40 times higher resistivity are also discussed.
————————————————————————————————————————-

1 Introduction

Plasma filaments (blobs) are an ubiquitous feature of plasmas in open magnetic field lines and are
routinely detected in the tokamak Scrape-Off Layer (SOL). Due to their radially outwards motion,
they are believed to enhance the cross field transport in the SOL [1], contributing substantially to
the heat deposition on the first wall and divertor plates, both on the high field side (HFS) and on
low field side (LFS). The comprehension of their dynamics is hence of crucial importance for a bet-
ter prediction of the heat loads onto the first wall. While the blob dynamics has been investigated
experimentally in tokamaks [2, 3, 4], basic plasmas experiments [5, 6, 7, 8] and with numerical sim-
ulations of single seeded blobs [9, 11, 10], some questions are still open. Indeed, seeded simulations
do not give any indication on blob shape and behavior in a SOL plasma. Blob measurements in
tokamaks with an exhaustive diagnostic coverage, as done in basic plasmas experiments, is currently
prohibitive. Furthermore, the mechanisms governing blob formation and dynamics could differ in
basic plasma experiments and in tokamaks SOL.
To have a better understanding of blobs generation and dynamics, we apply for the first time a
blob detection technique to a full-turbulence numerical simulation of a plasma discharge. The SOL
of a TCV inboard-limited L-mode plasma is modeled using the GBS code. The blobs, generated
self-consistently by turbulence, are detected and tracked in time, from their birth to their death.
This paper is structured as follows: in Section 2 we describe the numerical simulations of the TCV
SOL using the GBS code [12, 13]. In Section 3, the blob detection and tracking method is described.
In Section 4, the birth of the blobs is discussed, while in Section 5, the 3D shape of the blobs is
analyzed. In Section 6, the results of the cross-correlation analysis are exposed, confirming the
results from the previous section and giving some more insight on blob generation. In Section 7,
the velocities resulting from blob tracking are analyzed and compared with an existing scaling law.
Finally, in section 8 we quantify the contribution of the blobs to the radial particle and heat fluxes.



2 Nonlinear simulations with the GBS code

We perform dedicated numerical nonlinear simulations using the GBS code [12, 13]. By solving
the drift-reduced Braginskii equations, GBS allows for the self-consistent description of equilibrium
(time-averaged) and fluctuating quantities in a fully 3D geometry. Effects due to finite aspect ratio,
ion temperature and magnetic shear are included in the simulations. The equations determining
the plasma dynamics are detailed in Ref. [13, 14]. The boundary conditions at the limiter are
described in Ref. [15]. At the inner and outer radial boundaries of the simulations, Neumann
boundary conditions are used for all quantities , with the exception of the plasma potential (at the
outer boundary) and the vorticity (at both boundaries), for which Dirichlet conditions are imposed.
These simulations feature only open field lines and plasma density and temperature sources mimic
the injection of plasma from the core into the SOL. The flux surface on which the sources are located
corresponds hence to the Last Closed Flux Surface (LCFS) of the real tokamak plasma.
In this paper, the results of two simulations are discussed: in the first one (A), the SOL of a TCV
discharge is modeled. It is a circular inboard limited ohmic L-mode deuterium plasma, with plasma
current and toroidal magnetic field on axis being Ip = 145 kA and B = 1.45 T, respectively. The
values of the plasma density and temperature at the LCFS, ne0 = 5×1018 m−3 and Te0 = 25 eV, are
deduced from Langmuir probes embedded in the limiter. They set the normalized Spitzer resistivity

ν = qene0R0/(mics0σ‖) ∝ ne0R0Λme/(mics0T
3/2
e0 ), ν = 5.9 × 10−4, and the dimensionless size of

the system through the ion sound Larmor radius ρs = mics0/(qeB) = 0.5 mm, where Λ is the
Coulomb logarithm, R0 = 0.84 m is the major radius of the plasma, cs0 is the ion sound speed
based on the electron temperature at the LCFS, Te0, and mi, me and qe are the ion mass, electron
mass, and electron charge, respectively. The resulting simulation domain consists of 128×820×128
points in the radial (x), poloidal (y) and toroidal (z) direction, respectively. The sources of plasma
temperature and density are located at x = 20. The shape of the sources is gaussian in the radial
direction with a width of 3 grid points. The sources are poloidally and toroidally uniform.The
safety factor q = 3.2, the magnetic shear ŝ = 1.5 and the inverse aspect ratio ε = 0.24 are obtained
from the magnetic reconstruction of the discharge. The ion temperature at the LCFS is assumed
to be Ti0 = Te0, since no ion temperature measurement was available for that discharge. Resistivity
can affect substantially blobs dynamics, as predicted in Ref. [16] and experimentally measured in
Ref. [3]. To investigate the role of resistivity on blob dynamics, we perform a second simulation
(B) identical to the first one, except for the resistivity, which is 40 times larger. The analysis
presented in this work is applied to a simulated time interval of 23 R0/cs0 corresponding to 0.55
ms, the results output frequency being 3 MHz. The simulation output result at a given time will be
referred to in the following as “frame”. The two numerical simulations provide, for every frame, the
three-dimensional distribution of the plasma density n (quasi neutrality is assumed), the plasma
potential φp, the electron and ion temperature Te and Ti, the electron and ion parallel velocities
v||,e and v||,i. Their time-averaged quantities are described in details in Ref. [17].
A snapshot of the plasma density in a poloidal plane of simulation A is shown in Fig. 1 (left) together
with the limiter geometry in the simulation (thick red) and TCV (dashed red) respectively. The
set of coordinates that is used in the following is also displayed: θ is the poloidal angle and ru is
the upstream radial coordinate, with ru = 0 at the LCFS. On the right of Fig. 1 a snapshot of the
normalized density fluctuation δn/n0 is shown. A mode with poloidal number m = 30 is visible
close to the LCFS. As discussed in Ref. [17], the simulated heat flux profiles agree quantitatively
with the experimental ones [18], showing the presence of two distinct regions in the SOL, that can
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Figure 1: Left: snapshot of plasma density from simulation A. The coordinate system and the
simulation (thick red) and TCV (dashed red) limiter geometry are shown. The simulation param-
eters are displayed: normalized ion sound Larmor radius ρ∗ = ρs/R, inverse aspect ratio ε, Spitzer
resistivity ν, safety factor q, magnetic shear ŝ and ion to electron temperature ratio τ = Ti,0/Te0.
Right: snapshot of normalized plasma density fluctuation.
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Figure 2: The contour of a blob as detected by the pattern recognition algorithm is plotted in the
poloidal plane for subsequent simulation frames.



Simulation # blobs merging splitting 〈aθ〉 〈ar〉 〈a||〉
A (1× ν) 5902 23% 24% 7.4 ρs 4.5 ρs 6026 ρs
B (40× ν) 7611 22% 30% 6.3 ρs 4.3 ρs 4460 ρs
Simulation 〈δnmax/nmax〉 〈tl〉 〈σl,bottom〉 〈σl,top〉 〈vθ〉 〈vr〉
A (1× ν) 0.33 0.14 R0/cs0 0.35 0.30 0.011 cs0 0.015 cs0
B (40× ν) 0.30 0.16 R0/cs0 0.16 0.28 0.004 cs0 0.020 cs0

Table 1: Summary of the results from the blob detection method for both simulations. The
quantities are defined in the text.

therefore be separated into “near” and “far” SOL. The near SOL, extending a few millimeters from
the LCFS, is characterized by steep gradients of plasma temperature and density and is of crucial
importance for peak heat loads on the tokamaks first wall. The far SOL, characterized by flatter
profiles, is typically a few centimeters wide and is at the origin of the main heat loss channel onto
the first wall.

3 Blob detection technique

A pattern recognition technique similar to the one used in [5] on experimental data is used for the
first time on full-turbulence simulations to track the motion of the filaments and to study their
dynamics. The condition for the blob detection is n(ru, θ, t) > n̄(ru, θ) + 2.5 σ(ru, θ) where n̄ and
σ are the local toroidally and time-averaged density and its standard deviation, respectively. The
different blobs are identified in a given (2D) poloidal plane for every frame of the simulation through
pattern recognition. They are then tracked to determine their radial and poloidal velocity vr, vθ:
two structures on consecutive frames bi(tk−1) and bj(tk) are considered to be the same blob if the
area A of their intersection is larger than 10% of the area of the structure in the earlier frame:
A(bi(tk−1) ∩ bj(tk)) > A(bi(tk−1))/10. Blobs living less than 6 frames=0.08R0/cs0 = 2µs are dis-
carded from the analysis. The merging of two or more different blobs into a new one or the splitting
of one blob into two or more parts are considered as the birth of a new blob. The blob velocity is
computed for each frame of its trajectory (except from the first one and the last one for each blob,
where it is not defined), as the velocity of the center of mass of the blob.
The blob detection technique is applied to the simulation output, resulting in the detection and
tracking of over 5900 blobs for simulation A. A typical result of the blob tracking is shown in Fig.
2, in which the contour of a detected blob is displayed for subsequent frames. The results of the
blob detection algorithm are summarized in Table 1. The higher resistivity in simulation B results
in the detection of ∼ 30% more filaments, consistently with the increase of the skewness reported
in [17]. The blobs originating form merging events account for the 23% (22%) of the total, while
24% (30%) of the blobs results from splitting events, for simulations A (B), respectively. The aver-
age life time of the blobs is 〈tl〉 = 0.14R0/cs0 for simulation A and 〈tl〉 = 0.16R0/cs0 for simulation B.

4 Blob generation

In the following we discuss the blob birth spatial distribution resulting from the blob detection
algorithm. In Fig. 3(a,b) the histograms of birth events against the radial coordinate are shown for
both simulations. From the detection algorithm, the birth of a blob can be due to three different
mechanisms: 1) a blob is detected for the first time, i.e. it does not superimpose to any blob present
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Figure 3: Histograms of the birth events along the radial coordinate ru (a,b) and along the poloidal
coordinate θ (c,d), for simulation A (a,c) and B (b,d). The contribution to the total birth rate
(thick black lines) of blobs originating from splitting (dash-dotted magenta) or merging events
(dotted blue) is distinguished from the blobs that are detected for the first time (dashed red).

in the previous simulation frame 2) a blob is born from the splitting of a blob in the previous frame
into two or more distinct parts 3) a blob is born from the merging of two or more blobs in the pre-
vious frame. The histogram of the blob birth position is dominated by the blobs that are detected
for the first time (case 1), accounting for ∼ 50% of the total detected blobs for both simulations.
The profiles of the birth rate are hence dominated by the “first detected” blobs (red dashed lines in
Fig. 3). The radial profile of the blob first detections is quite broad and peaks around ru = 6 mm
for simulation A. Increasing the resistivity, the point of maximum birth rate moves radially inwards
to ru = 3 mm and the profile is more pronounced. Also, as shown in Fig. 3(c,d), where the his-
tograms of birth events against the poloidal coordinate are shown for both simulations, the blobs
are more likely to be first detected at the HFS SOL for simulation A and at the LFS SOL for simu-
lation B. This is consistent with the transport being more ballooned due to at higher resistivity [19].
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Figure 4: Joint probability distribution P of the poloidal and radial normalized blob size
aθ/a

∗, ar/a∗ for simulations A (a) and B (b). The lines ar = aθ (solid) and ar = aθ/2 (dashed) are
plotted to guide the eye.
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Figure 5: Joint probability distribution P of sheath density drop along the field line σl =
δnlimiter/δnmax on the two sides of the limiter. The values of σl are displayed for simulations
A (a) and B (b) respectively.



5 Characterization of the blob size and shape

Following Ref. [7], we introduce here the typical blob size and velocity:

a∗ =

(
4L2

ρsR

)1/5

ρs, v∗ =

(
2Lρ2s
R3

)1/5

cs0 (1)

where L and R are the connection length and major radius respectively.
The linear size of each blob in the radial and poloidal direction, ar and aθ, are computed as the
HWHM of the density fluctuation δn(ru, θ, t) = n(ru, θ, t)− n̄(ru, θ). The procedure to compute the
radial HWHM is described in the following; in the poloidal and parallel direction a similar method
is applied. Given a blob b, its density fluctuation at time t is maximum at the point (rb, θb), being
δnb,max = δn(rb, θb).The radial density fluctuation profile at the blob poloidal location δn(ru, θb)
is checked for intersections with the detected areas of all the other blobs in the same simulation
frame. The part of the profile not superimposed to any other blob δn′(ru, θb) is extracted. The
radial HWHM is then half of the extent of the region for which δn′(ru, θb) > δnb,max/2. The aver-
age poloidal size of the filaments is 〈aθ〉 = 7.4ρs and 6.3ρs for simulations A and B, respectively.
This is comparable to the poloidal HWHM of the positive part of the mode shown in Fig. 1,
Lθ,HWHM ∼ Lθ/6 = (2πamin/m)/6 = 14ρs. The blobs are found to be elongated in the poloidal
direction being ar/aθ ∼ 1/2, as displayed in Fig. 4, where the joint probability distribution of the
poloidal and radial blob size (normalized to the typical blob size a∗) is shown for both simulations.
Taking advantage of the 3D geometry of the simulations, the density profile along the field line is
extracted for blobs detected in a given 2D poloidal plane. From this profile, the maximum blob
(normalized) density fluctuation along the field line δnmax/nmax, the blob size in the parallel di-
rection a|| and the sheath density drop along the field line σl = δnlimiter/δnmax are determined.
Similarly to aθ and ar, a|| is computed as the HWHM of the fluctuation profile along the field line,
δn(ru, s, t) = n(ru, s, t)−n̄(ru, s), where s is the coordinate along the field line. The maximum of the
density fluctuation along the field line is on average located on the low field side, just above the mid-
plane, the average value of the fluctuation being 〈δnmax/nmax〉 = 0.33 and 0.3 for simulations A and
B, respectively. The parallel size is ∼ 800 (700) times larger than the poloidal size, corresponding to
35% (26%) of the connection length, for simulation A (B). The average values of the sheath density
drop are 〈σl〉 = 0.32 and 0.22 for simulations A and B, respectively, while the theoretical prediction
for the sheath limited case is 0.6 [20]. As shown in Fig.5, where the joint probability of the sheath
density drop at the two limiter plates is displayed, the blobs disconnect from the bottom limiter
plate for high resistivity (simulation B) while remaining partly attached to the top one. In fact, if
we arbitrarily consider a blob detached when σl < 0.2, for simulation B the 66% of the blobs results
detached from the bottom plate and the 36% of them are detached from the top one, the average
values of the sheath density drop at the two limiter plates being 〈σl,bottom〉 = 0.16 and 〈σl,top〉 = 0.28.

6 Cross correlation analysis

While in the GBS simulations all physical quantities are accessible for the desired time at any point
of the 3D domain, experimentally in the tokamak SOL only a number of measurements at fixed
locations is available, often with different diagnostics. Typically, fluctuations measurements are car-
ried out at the target (limiter or divertor) using embedded Langmuir probes, while at the LFS one
has to rely on gas puff imaging diagnostics [2], reciprocating Langmuir probes [3], or fast framing
visible cameras [4]. Cross correlation analysis might be then one of the most powerful and reliable



Figure 6: Correlation amplitude at zero time lag C0 between a point at the outer mid plane
(ru,0 = 14 mm, θ = 0, φ = 0) and all the other points in the poloidal section defined by φ = 0 (a,c)
and on the flux surface ru = ru,0 (b,d), for simulation A (a,b) and B (c,d).
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Figure 7: Correlation amplitude at zero time lag C0 between a point at the outer midplane
(ru,0, θ = 0, φ = 0) and all the other points along the field line for simulation A (a) and B (b),
plotted against the poloidal coordinate θ.
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on the same poloidal plane for simulation A (blue, cyan) and B (red, magenta). The errorbars are
given by the difference between the two HWHMs (“left” and “right”).



methods to relate target and upstream blob measurements. To give some insight on whether this
technique gives valuable results, we perform a cross correlation analysis on the GBS simulations
and we compare the results with the ones obtained with the blob detection technique.
We compute the cross correlation between the density time trace at a fixed point at the outer mid-
plane (ru,0, θ0 = 0, φ0 = 0) and the density time traces at all the other points in the 3D domain
(ru, θ, φ), where φ is the toroidal angle. This is done for six different values of ru,0 and a typical
result is shown in Fig. 6, where the amplitude of the correlation function at zero time lag C0 is
plotted for each point in the poloidal plane and on a flux surface respectively. The correlation clearly
peaks along the field line passing through the reference point (ru,0, 0, 0). The profiles of C0 along
the field line are shown in Fig. 7 for simulations A and B, where C0 is plotted along the field lines
for the six reference points at the outer mid plane. The time lag of maximum of correlation τmaxlag

is always shorter than 7µs ∼ 0.04L/cs0 along the field line, where L is the connection length. This
evidence supports the picture of a blob emerging all along the whole field line from the beginning,
rather than being generated mostly on the low field side and progressively elongating towards the
limiter.
For simulation A, C0 > 0.5 all along the field line from limiter to limiter, and the correlation in-
creases moving away from the LCFS, as shown in Fig. 7. For simulation B, C0 drops below 0.5
moving towards the limiters for all the considered ru,0 values. The limiter plates and the LFS are
therefore decorrelated in simulation B. This picture is consistent with the result of the analysis of
the sheath density drop from the 3D structure of the blobs exposed beforehand, showing that blobs
disconnect from the limiter as the resistivity increases (Fig. 5). From an experimental point of view,
this means that cross correlating measurements performed at the limiter and at the LFS would be
possible in the low resistivity case (simulation A) but not in the high resistivity one (simulation B).

In the poloidal cross section (Fig. 6 a,c), the extent of the region for which C0 > 0.5 gives an
estimate of the size of the blobs. The variation of the poloidal and radial HWHM of such a region
with the radial coordinate ru,0 of the reference point used to compute the correlation are displayed
in Fig. 8. The blob size estimated in this way varies between 4 and 16 ρs, and increases slightly
moving radially outwards. These values are compatible with the results from the blob detection
algorithm and with what has been found experimentally [2]. Also, the poloidal HWHM is approxi-
mately twice the radial HWHM, consistently with the results of the blob detection analysis (Fig. 4).

7 Blob velocity

The detected blob velocities are found to be consistent with the local E×B drift, as shown in Fig.
9, where the blob radial and poloidal velocities resulting from the tracking algorithm vr, vθ are
plotted against the local components of the E ×B drift vE×B,r, vE×B,θ. The poloidal component
of the blob velocity is to be attributed to the background E × B flow, which is mainly poloidal
towards the upper limiter. Since the background radial flow is negligible, the blob radial velocity
is then consistent with the model [1] of an electrical dipole inside the blob due to vertical charge
separation caused by ∇B and magnetic field curvature, resulting in a radial E×B drift. The average
blob velocities are 〈vr〉 ∼= 0.016 cs0 = 0.15 v∗ and 〈vθ〉 ∼= 0.011 cs0 = 0.1 v∗ for simulation A. In
simulation B the higher resistivity causes the blobs to increase their radial velocity of about 10%,
while decreasing their poloidal velocity by approximately a factor 2, being 〈vr〉 ∼= 0.02 cs0 = 0.18 v∗

and 〈vθ〉 ∼= 0.004 cs0 = 0.036 v∗. This is consistent with the substantial decrease in the background
E ×B flow from simulation A to simulation B, as shown in Ref. [17], and with the disconnection
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Figure 9: The blob radial and poloidal velocities resulting from the tracking algorithm vr, vθ are
compared with the local components of the E×B drift vE×B,r, vE×B,θ, color coded with the blob
poloidal size ab,θ. All quantities are normalized according to eq. 1.
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Figure 10: Joint probability distribution P of the normalized blob size in the poloidal plane versus
their normalized radial velocity for simulations A (a) and B (b). The scaling in eq. (2) (solid
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of the blobs from the limiter discussed beforehand.
Following Ref. [7], the blob radial velocity and poloidal size are normalized ṽ = vr/v

∗ and ã = aθ/a
∗,

where v∗ and a∗ are defined in eq. (1). We compare the results of the blob detection analysis with
the scaling

ṽ =

√
2ã δn/n

1 + 2σl
√

2ã5/2
(2)

from Ref. [7], where the term due to ion-neutral collisions is here neglected, since neutrals dynamics

is not included in these simulations. The inertial limit ṽ =
√
ã
δn/n√

2σl
and the sheath dominated limit

ṽ =
1

ã2
δn/n

2σl
can be recovered for ã� 1 and ã� 1, respectively. The comparison is carried out in

Fig. 10, where the joint probability distribution of the blob poloidal size versus their radial velocity
is plotted for both simulations. The scaling in Eq. (2) is displayed as a continuous blue line, and
its inertial and sheath dominated limits are plotted as a dashed and dot-dashed line, respectively.
An overall good agreement between the detected velocities and the scaling predictions is found.
Furthermore, the agreement is particularly good with the inertial branch of the scaling. This is
consistent with the observation of the blobs being partially disconnected at the limiter (σl = 0.32
for simulation A). The agreement with the inertial branch of the scaling is even better for simulation
B, where the blobs detach from the bottom plate of the limiter.

8 Blob contribution to particle and heat radial fluxes

Once the blobs are generated, their radial motion is in most cases outwards. We quantify the blob
contribution to the radial particle and heat fluxes. In the following, blobs are assumed to have a
gaussian profile in the radial and poloidal directions with HWHM ar, aθ respectively:

δnb(ru, θ) = δnb,max exp

(
−

(ru − ru,b)2

2σr

)
exp

(
−

[(amin + ru,b)(θ − θb)]2

2σθ

)
(3)

where σr = ar/
√

ln 2 and σθ = aθ/
√

ln 2 are the gaussian widths in the radial and poloidal direction,
respectively, δnb,max is the maximum of the density fluctuation inside the blob, located at coordi-
nates (ru,b, θb), and amin = 0.2 m is the plasma minor radius. The number of particles advected by
each blob is computed as

δNb =

∫∫
δnb(ru, θ)drudθ = δnb,max2πσrσθ = δnb,max

2π

ln 2
araθ (4)

The poloidally and time averaged radial particle flux due to blobs is then computed as

Γb(ru) =

∑
b δnb,max

2π

ln 2
araθ

2π(amin + ru)∆t
(5)

where the sum is performed over all the blobs crossing a ru = const line, and ∆t = 0.55 ms is
the simulation time interval used for all the analysis in this paper. This quantity is compared
with the turbulent particle flux Γt = 〈δnδvE×B,r〉 where the brackets mean average over time and
poloidal direction. We remark that the turbulent flux is given by blobs and holes. We consider
here only the contribution due to positive density fluctuations Γt,+ = 〈δnδvE×B,r|δn>0〉, resulting
in Γt,+ ∼ Γt/2. We compare Γb to Γt,+ in Fig. 11a), where the fluxes Γt, Γt,+ and Γb are plotted,
for both simulations. The error bars are given by the amount of blobs for which the computation
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Figure 11: a) particle radial fluxes Γb [eq. (5)], Γt and Γt,+, for both simulations. Errorbars are
given by the amount of blobs for which the computation of the HWHMs was not possible. b) ratio
of blob particle flux over turbulent particle fluxes.
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Figure 12: a) heat radial fluxes qb [eq. (6)], qt and qt,+, for both simulations. Errorbars are given
by the amount of blobs for which the computation of the HWHMs was not possible. b) ratio of
blob heat flux over turbulent heat fluxes.



of the HWHMs was not possible. As it emerges from Fig. 11b), where the ratios Γb/Γt and Γb/Γt,+
are displayed, the flux due to blobs contributes only marginally to the turbulent outward flux in
the near SOL, while it accounts for up to 100% of Γt,+ in the far SOL for simulation A and 90%
for simulation B.
We assume that the ion and electron temperature inside a blob are spatially uniform. The poloidally
and time averaged radial heat flux due to blobs is then given by

qb(ru) =

∑
b δnb,max

2π

ln 2
araθ(Te,b + Ti,b)

2π(amin + ru)∆t
(6)

where Ti,b and Te,b are computed as the average ion and electron temperature inside the blob,
respectively. The shape of the radial profile of the heat flux associated with the blobs qb(ru) is
qualitatively the same as for the particle flux Γb(ru). In Fig. 12 we compare this flux with the
turbulent radial heat flux qt = 〈δpδvE×B,r〉 and with the part of the latter due only to positive
pressure fluctuations qt,+ = 〈δpδvE×B,r|δp>0〉. Similarly to the radial particle flux, we find that
the blobs do not contribute substantially to the radial heat flux in the near SOL, while they can
contribute up to 70% (60%) of the turbulent flux in the far SOL for simulation A (B), respectively.

9 Conclusions

A blob detection and tracking algorithm is applied for the first time to full-turbulence simulations of
the SOL. We consider an inboard-limited plasma in TCV. The blobs are found to be more elongated
poloidally than radially and to be partially disconnected from the limiter. The velocities resulting
from the blob tracking algorithm are consistent with the local E×B drift, and their radial velocity
agrees well with the inertial branch of the scaling presented in Ref. [7]. Once they are generated,
the blobs radial motion is mainly outwards. They do not contribute substantially to the particle
and heat flux in the near SOL, while they are responsible for up to 100% and 70% of the turbulent
particle and heat flux in the main SOL, respectively. Increasing the resistivity by a factor 40 causes
the blob to detach from the lower limiter and the point of maximum birth rate moves closer to
the LCFS. Also, the blobs are more likely to born at the LFS in the high resistivity case. The
correlation analysis confirms the results from the blob tracking algorithm, and shows how the blobs
are born already all along the whole field line. The application of the same analysis to ongoing
simulations including both open and closed field line regions, whose first results are presented in
Refs. [13, 21], is foreseen to better address the physics at the LCFS and in the near SOL, and in
particular the blob generation mechanism.
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