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An arbitrary wavelength solver for global gyrokinetic simulations. Application to the

study of fine radial structures on microturbulence due to nonadiabatic passing
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A new arbitrary wavelength solver to the gyrokinetic quasi-neutrality equation is

implemented in the gyrokinetic code ORB5. This new solver accounts for the polar-

ization drift term contribution to the quasi-neutrality equation in its integral form,

and is thus valid for arbitrary wavelength compared to the ion thermal Larmor ra-

dius. This new feature of the ORB5 code overcomes the former long-wavelength

approximation made in the original version of the code. This effort is made to pursue

the study of the influence of the nonadiabatic passing electron response near mode

rational surfaces in global geometry. A Padé approximation version has also been

implemented and is systematically compared to the results obtained with the arbi-

trary wavelength version of the solver. A benchmark is conducted against the global

version of the gyrokinetic code GENE, showing very good agreement. First nonlinear

simulations are carried out in condition relevant for the TCV tokamak, shot #45353,

with the physical Deuterium to electron mass ratio (mi/me = 3672) and are com-

pared to simulations carried out with heavy electrons (mi/me = 400). The particular

spectral organization of the passing electron turbulent flux is revealed, showing strong

ties with the radial profile of safety factor. In particular, the formation of transport

barriers is studied near low order mode rational. These nonlinear simulations show

that realistic nonlinear fully-kinetic simulations of tokamak transport must be carried

out in a full torus and with the real mass ratio.

a)julien.dominski@epfl.ch
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I. INTRODUCTION

The micro-turbulence occurring in the core of tokamak magnetic confinement experiments

is known to be responsible for important losses of heat and particles. These losses are

essentially due to the turbulent transport caused by instabilities of various types, as for

example the ion temperature gradient (ITG) modes, the trapped electron modes (TEM),

or the electron temperature gradient (ETG) modes. The dynamics of these regimes have

different characteristic length and time scales and because these modes coexist in a fusion

plasma, plasma turbulence is a multi-scale problem1–4. The multi-scale nature of plasma

dynamics can also be observed in purely electrostatic ITG or TEM regimes when resolving

the kinetic passing electron dynamics at short scales5, i.e. . ρi. In such case, illustrated

in the present work, it appears that fine radial structures due to the nonadiabatic response

of passing electrons are present near low-order mode rational surfaces over the electrostatic

potential, the species density and temperatures. The presence of these fine structures alter

the zonal flows and the level of turbulence transport. Multi-scales simulations are thus

obviously required for accurate prediction of tokamak plasma confinement properties.

To enable carrying out such multi-scale simulations in global geometries with the gy-

rokinetic code ORB5, a new arbitrary-wavelength (compared to the ion Larmor radius)

electrostatic-field solver has been implemented. This new feature of the ORB5 code over-

comes the former long-wavelength approximation made in the original version of the code,

see Refs. 6 and 7. The gyrokinetic code ORB5 is today a multi-scale, multispecies, colli-

sional, electromagnetic, and global gyrokinetic PIC code, in which the statistical numerical

noise is controlled using modified Krook operators or coarse graining procedures. The main

steps which led to the current state of the code are: an electromagnetic version8 sometimes

referred to as NEMORB, the inclusion of new sources and noise control9, a field-aligned

Fourier solver10, inter- and intra-species collisions11, and the effect of strong flows12.

We present in this paper first ORB5 results obtained with this new generalized field

solver, based on the finite-element representation of the field6,13. In this solver, the linearized

polarization drift contribution to the quasi-neutrality equation (QNE) is accounted for in

its integral form by following a similar method to Ref. 14. The main differences are that the

kernel of the integral solver is integrated making use of an Eulerian grid instead of a Monte-

Carlo-type integration, and that the field is solved for the discrete Fourier representation
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of its finite-element coefficients. This discrete Fourier representation significantly reduces

the size of the corresponding matrix system10. A Padé version of the solver has also been

implemented and is compared to the integral solver. Initial comparison of such a Padé

approximation with a generalized solver was initially done in Ref. 15, where a generalized

electrostatic field solver was also presented. The main difference of the here presented

arbitrary wavelength solver with the one in Ref. 15, as already pointed in Ref. 14, is that the

temperature and density are not assumed constant when doing the gyroaveraging operation

for assembling the ion polarization drift contribution to the QNE.

The remainder of this paper is organized as follows. In section II, the new field solver

valid for arbitrary wavelength is introduced. In section III, a linear benchmark is carried out

with ORB5 against the global version of the gyrokinetic code GENE16,17 in global realistic

MHD geometry considering the three electron models5: adiabatic, hybrid, and kinetic. In

section IV, nonlinear simulations for conditions relevant to TCV18 are performed with fully-

kinetic electrons and the arbitrary wavelength solver. Results obtained with the integral

solver are compared to the Padé approximation version. The different contributions of sub-

and suprathermal particle species to the fluxes and their radial organization, involving in

particular zonal flows structures in the vicinity of MRSs are studied in detail.

II. THE ARBITRARY WAVELENGTH SOLVER

A. Quasi-neutrality equation

The quasi-neutrality equation reads
∑

σ qσNσ = 0 with qσ the electric charge and Nσ

the density of the different species, σ, composing the plasma. In the frame of a gyrokinetic

description19, each species density is computed from equation

Nσ(x; t) =

∫

dZ δ(X+ ρ− x)

(

fσ +
qσ
B0

φ̃
∂fσ
∂µ

)

, (1)

where the electrostatic potential φ = δφ is a pure perturbation, x a position in configu-

ration space, fσ(X, v⊥, µ; t) the particle distribution function in gyrocenter variables which

is evolved according to the gyrokinetic equation20, X the guiding center, ρ = ρ(X, µ, α)

the Larmor vector, α the gyro-angle, µ = mσv
2
⊥/2B0 the magnetic moment, v⊥ the particle

velocity component perpendicular to the magnetic field, v‖ the velocity component parallel

to the magnetic field, dZ = dXdv‖dµdα(B
⋆
0‖/mσ) the infinitesimal phase-space volume in
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guiding-center coordinates (X, v‖, µ, α), B
⋆
0‖ = B0 + (mσ/qσ)v‖b · ∇ × b, B0 the equilib-

rium magnetic field amplitude, b = B0/B0, and δ(X + ρ − x) the Dirac delta function.

The polarization term is explicitly function of the electrostatic field φ through the term

φ̃(X, µ, α) = δφ(X+ ρ)− 〈δφ〉α(X, µ) with

〈δφ〉α(X, µ) =
∮

dα

2π
δφ(X+ ρ), (2)

standing for the gyro-averaged field. Note that the norm of the Larmor vector is ρσ(X, µ) =

v⊥/Ωσ0(X) with Ωσ0(X) = qσB0(X)/mσ the cyclotron frequency and mσ the species mass.

Moreover, the species thermal Larmor radius is defined by ρth,j(x) = vth,j(x)/Ωσ0(x) with

vth,j(x) =
√

Tσ0(x)/mσ the thermal velocity, and Tσ0(x) the species background tempera-

ture. The ion sound Larmor radius is ρs(x) = cs(x)/Ωi0(x) with cs(x) =
√

ZiTe0(x)/mi the

ion sound speed of the ion species i with ionization degree Zi.

As the background plasma is assumed neutral,
∑

σ qσNσ0(x) = 0, the quasi-neutrality

equation can then be rewritten by keeping only the perturbation terms
∑

σ qσδNσ(x; t) =

0, where the particle distribution function fσ is split in a time-independent background,

fσ0, and a time-dependent perturbation, δfσ, such that fσ(X, v‖, µ; t) = fσ0(X, v‖, µ) +

δfσ(X, v‖, µ; t). From Eq. (1), the background density is

Nσ0(x) =

∫

dZ δ(X+ ρ− x)fσ0(X, v‖, µ), (3)

and the perturbation density is composed of two terms: the gyro-density contribution

δNgy
σ (x; t) =

∫

dZ δ(X+ ρ− x)δfσ(X, v‖, µ; t), (4)

and the linearized polarization-drift contribution

δNpol
σ (x; t) =

∫

dZ δ(X+ ρ− x)
qσ

B0(X)
δφ̃(X, µ; t)

∂fσ0(X, v‖, µ)

∂µ
, (5)

such that δNσ = δNgy
σ + δNpol

σ and having neglected the nonlinear contribution to the

polarization density.

In the present work, different approximations and models are considered for the pertur-

bation density, which we will briefly list here. For ion species and for sufficiently long wave-

lengths with respect to the ion Larmor radius, k⊥ρi ≪ 1, with k⊥ the perturbation wavenum-

ber in the direction perpendicular to the magnetic field, the so-called long-wavelength ap-

proximation may be considered for estimating

δNpol
i (x; t) ≃ qi

mi

∇⊥ · Ni0(x)

Ω2
i0(x)

∇⊥δφ(x; t), (6)
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with qi = eZi the ion charge and e the elementary electric charge. This approximation was

made in the previous versions of the gyrokinetic code ORB56–8. For the present work, a

new field solver is implemented in the ORB5 code, for which the linear polarization contri-

bution to the perturbed density is computed from the integral form as described in Eq. (5).

Note that, as an improvement over the long-wavelength approximation Eq. (6), a Padé ap-

proximation version of this integral solver has been implemented as well, for which the ion

polarization drift term is estimated using the relation

δNpol
i (x; t) ≃

[

1−∇⊥ · ρ2i (x)∇⊥

]−1
[

eZi
mi

∇⊥ · Ni0(x)

Ω2
i0(x)

∇⊥δφ(x; t)

]

. (7)

This approximation is based on the expression of the polarization drift term in Fourier space

for a homogeneous plasma15,21 δN̂pol
i (k) = (qNi0/Ti0)

[

1− Λ0(k
2
⊥ρ

2
th,i)

]

δφ̂(k) and on the

Padé approximation of the scaled modified Bessel function of order zero Λ0(ξ) = e−ξI0(ξ) ≃
1/(1 + ξ). In practice, the operator [1 − ∇⊥ · ρ2i∇⊥] is applied to all terms of the QNE

effectively canceling the operator [1 −∇⊥ · ρ2i∇⊥]
−1 in Eq. (7). For electrons and for small

wavelengths with respect to the ion Larmor radius, k⊥ρi & 1, but still sufficiently long

with respect to the electron Larmor radius, k⊥ρe ≪ 1, the drift-kinetic approximation can

be made. It consists in neglecting the electron polarization term, Eq. (5), reducing the

electron perturbed density to its gyro-density in which the Larmor radius is taken to be zero

δNe(x; t) ≃ δNgy
e (x; t) ≃

∫

dZ δfe(x, µ, v‖; t). (8)

For certain types of fluctuations the electron response can also be computed from the adia-

batic (Boltzmann) approximation22

δNad
e (x; t) =

eN0e

T0e
[δφ(x; t)− 〈δφ〉FS(s; t)] , (9)

where 〈δφ〉FS(s) =
∫

dϕdθ⋆J δφ/
∫

dϕdθ⋆J is the flux-surface average of the perturbed

electrostatic potential expressed in magnetic coordinates (s, θ⋆, ϕ) with s the flux-surface

label, θ⋆ the straight field line poloidal angle, ϕ the periodic toroidal direction, and J
the associated Jacobian. Finally, a hybrid model can also be considered, in which the

trapped electrons are described kinetically and the passing electrons are described adiabati-

cally δNhyb
e (x) = δNkin

e,trp(x) + δNad
e,pas(x). More details concerning these electron models are

given in Refs. 5 and 23.
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Considering the different possible electron models and approximations, the most general

form of the quasi-neutrality equation can be written

−
∑

σ∈{kin}

qσ

∫

dZδ(X+ ρ− x)δφ̃
qσ
B0

∂fσ0
∂µ

+
∑

σ∈{ad}

qσNσ0
qσ(δφ− 〈δφ〉FS)

Tσ0
=

∑

σ∈{kin|dk}

qσδN
gy
σ ,

(10)

where one uses the sets {kin}, {ad}, and {kin|dk} to denote the (subgroup) species which

are modeled kinetically, adiabatically, and either kinetically or drift-kinetically, respectively.

B. Discretized QNE

In this section, the Ritz-Galerkin method is used to project the quasi-neutrality equation

(QNE) on a set of finite-elements {Λν(x)}, such that this integral equation is transformed

into a system of linear equations6,13

∑

ν′

Lνν′δφν′ = Sν , (11)

where Lνν′δφν′ and Sν are, respectively, the Galerkin projections,
∫

dxΛν(x)..., of the left

and right hand sides of Eq. (10). The unknown terms δφν′ in this system of linear equations

are the coefficients of the finite-element representation of the electrostatic field

δφ(x) =
∑

ν′

δφν′Λν′(x). (12)

The source term Sν is the projection of the gyro-density

Sν = 2π
∑

σ∈{kin|dk}

qσ

∫

dXdv‖dµ
B⋆

0‖

mσ
〈Λν〉α(X, µ)δfσ(X, µ, v‖), (13)

where one performed the simplification
∫

dxΛν(x)δ(X + ρ − x) ≡ Λν(X + ρ). In PIC

representation, as considered in the ORB5 code6, this source term is computed from the

marker particles

Sν =
∑

p

qpwp(t)〈Λν〉α(Xp, µp), (14)

with p the subscript labeling the particle quantities and wp the particle weight. Finally, the

matrix Lνν′ is composed of the linearized polarization-drift contribution(s), Lpol
νν′ , as well as

of the possibly adiabatic electron response, Lad
νν′ , with Lνν′ = Lpol

νν′ + Lad
νν′.
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The adiabatic response matrix reads

Lad
νν′ = −

∑

σ∈{ad}

q2σ

∫

dx
Nσ0(x)

Tσ0(x)
Λν(x) [Λν′(x)− 〈Λν′〉FS(s)] , (15)

with {ad} the set of species sub-groups which are modeled adiabatically, see Eq. (10).

The arbitrary-wavelength polarization matrix, related to the term defined in Eq. (5),

reads

Lpol
νν′ = 2π

∑

σ∈{kin}

qσ

∫

dXdv‖dµ
B⋆

0‖

mσ

qσ
B0

(

−∂fσ0
∂µ

)

[〈ΛνΛν′〉α − 〈Λν〉α〈Λν′〉α] , (16)

where 〈Λν〉α = 〈Λν〉α(X, µ). This latter matrix is symmetric and positive definite because

it is the positively weighted (−∂fσ0/∂µ > 0) sum of the symmetric and positive definite

sub-matrices Pνν′ = 〈ΛνΛν′〉α − 〈Λν〉α〈Λν′〉α (P = P t and 〈φ2〉α ≥ 〈φ〉2α for all φ).

The long-wavelength polarization matrix, defined by Eq. (6), reads

Lpol
νν′ =

∑

σ∈{kin}

q2σ
mσ

∫

dx
Nσ0(x)

Ω2
σ0(x)

∇⊥Λν(x)∇⊥Λν′(x), (17)

where one has performed an integration by parts of the form

∫

dxΛν(∇⊥F∇⊥Λν′) = [ΛνF∇⊥Λν′]∂Ω −
∫

dx∇⊥Λν F∇⊥Λν′ ,

and the term [ΛνF∇⊥Λν′]∂Ω = 0 as a result of imposed Dirichlet boundary conditions. Note

that no boundary conditions need to be imposed for deriving the matrix in the finite element

representation of the integral operator, Eq. (16). The behavior of the solutions to the QNE

at the boundary will be discussed in more details in Sec. II F.

C. Discretized QNE in the particular case of the Padé approximation

The Padé approximation version of the QNE of a two species plasma with drift-kinetic

electrons, reads

− q2i
mi

∇⊥ · Ni0

Ω2
i0

∇⊥φ = (1−∇⊥ · ρ2i∇⊥)
∑

σ={i,e}

qσ

∫

dZδ(X+ ρσ − x)δfσ, (18)

where |ρe| = 0 and qe = −e. Compared to the long wavelength version of the solver, the

difference is the presence of the operator (1 − ∇⊥ · ρ2i∇⊥) on the RHS of Eq. (18). This
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operator effectively necessitates the computation of an additional source term on the RHS

of Eq. (11), which now reads
∑

ν′ L
pol
νν′δφν′ = Sν + Scorr

ν with Scorr
ν = Lcorr

νν′ sν′ and

Lcorr
νν′ = −

∑

ν′

∫

dx ρ2th,i(x)∇⊥Λν(x)∇⊥Λν′(x) (19)

where an integration by parts and Dirichlet boundary conditions have been used, and the sν

stand for the coefficients of the decomposition into finite elements of the total gyro-density:
∑

ν′ sν′Λν′(x) =
∑

s qs
∫

dZδ(X + ρs − x)δfs. The above relation can be inverted for sν by

projection onto the basis elements Λν(x) and making use of the definition (13) of Sν , leading

to

sν′ =M−1
νν′Sν , (20)

where Mνν′ =
∫

dxΛν(x)Λν′(x) is the mass matrix. In this Padé version of the solver, the

RHS of the QNE is SPade
ν = Sν + Scorr

ν = (1 + Lcorr
νν′ M

−1
νν′)Sν and the weak formulation of the

QNE is Lpol
νν′δφν′ = SPade

ν where Lpol
νν′ is taken from Eq. (17).

D. Gyroaveraging

For computing gyro-averages appearing in Eqs. (13) and (16), the gyropoints, i.e. the

particle positions along the gyroring are parametrized by the gyro-angle α

x(α) = X+ ρ(α) = X+ ρ

( ∇s
|∇s| cosα+

b×∇s
|b×∇s| sinα

)

, (21)

where ρ = ρ(X, µ) and having dropped the index σ for species dependence to lighten nota-

tion. The (s, θ⋆) coordinates of the gyropoints can be estimated by linearizing the metric

around the guiding-center position. However, such a linearization of the metric is problem-

atic when considering the polar-like coordinate system (s, θ⋆) which presents a singularity

at s = 0 (magnetic axis). Indeed, when approaching this point the metric starts to vary

significantly over the scale of the Larmor radius. To avoid this problem one considers the

pseudo-Cartesian coordinate system (ξ, η) = (s cos θ⋆, s sin θ⋆) which is absent of any singu-

lar point. The radial variable s must be defined so as to be proportional to the geometrical

minor radius r near the magnetic axis, e.g., s ∝ √
ψ. The estimation of the (s, θ⋆) coordi-

nates of points along the gyro-ring is now carried out by performing an analytical mapping

in between the two sets of variables (s, θ⋆) ↔ (ξ, η) and by linearizing the metric around the
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-

+
s

smax

gc
2

(i,j)

gc1

FIG. 1. Sketch of the gyropoints used to compute velocity quadrature of the arbitrary wave-

length polarization matrix (A8). In red, plotted is a guiding center gc1 (dark red cross) located

near the magnetic axis (black dot marker) and the local grid of gyropoints (red dot markers),

{X+ρ(v
(i)
⊥ , α(j))}, used to compute the local velocity quadrature (v

(i)
⊥ , α(j)) at this guiding center

position. In blue, plotted is a guiding-center (gc2) located outside the simulation domain (blue

cross) with its associated gyroring crossing the simulation domain (blue full line).

guiding-center position in the (ξ, η) coordinates, which leads to











s(X+ ρ) =
√

s2(X) + [ρ(α) · ∇s(X)]2 + s2(X) [ρ(α) · ∇θ⋆(X)]2 + 2 s(X)ρ(α) · ∇s(X),

θ⋆(X+ ρ) = θ⋆(X) + arctan
[

s(X)ρ(α)·∇θ⋆(X)
s(X)+ρ(α)·∇s(X)

]

.

(22)

E. Quadratures

This section briefly comments numerical requirements for solving the self-consistent elec-

trostatic field when accounting for the ion polarization density at arbitrary wavelength. A

focus is made near the axis and near the edge of the simulation domain. Refs. 14 and

15 already discussed the accuracy of the gyroaverage operation for the polarization matrix

assembly, in order to resolve short wavelengths.

Near axis, it was found that the grid of gyropoints, {X+ ρpol(v
(i)
⊥ , α

(j))} see Fig. 1, used

for assembling the integral solver must be a few times denser than the radial grid on which

the field δφ is represented, in order to avoid non-physical oscillations on δφ.

9



FIG. 2. Electrostatic field, δφ, solution to the QNE when the source is a gyroring charge per-

turbation located such that the magnetic axis, positioned at (R,Z) = (0, 0), is slightly inside the

gyroring. Subplot (a) only four points are used to represent the gyroring, (b) four points as well

but filtering out the Fourier mode kθρs > 8 from the right hand side, and (c) using 100 points to

represent the gyroring and no filter. This test case shows the presence of non-physical oscillations

near axis caused by the coarse discretization of the gyroaveraging operation when computing the

charge assignment.

On the contrary of the long wavelength solver, the arbitrary wavelength solver and the

Padé solver are not filtering the short scales. One thus must reduce the short scale sampling

error on the source term of the QNE, to avoid the consequent presence of short-scale error

on the solved field δφ. Therefore, during the charge assignement operation, a Fourier filter

(resp. a high number of gyropoints) is used to filter out (resp. to reduce) the pile-up of

the error sampling, in particular near axis where the grid resolution is the finest. This error

sampling near axis is partly a consequence of the discretness of the gyroaveraging operation,

see Fig. 2.

A novelty of the integral operator compared to the differential one concerns the integral

operation and its volume of integration. When assembling the integral solver, the quadra-

tures account for guiding centers, X, which are outside the simulation volume if a fraction

of their gyroring, X + ρ(α), is inside this simulation volume. See the guiding-center and

gyroring plotted in blue in Fig. 1. This volume of guiding-centers which are outside the

simulation domain represents a small volume of a few local thermal Larmor radius in the

radial direction, because the quadrature over the perpendicular velocity is typically carried

out from 0 to v⊥,max with v⊥,max = 5vth.

The solver matrices implementation is described in the appendix A. Let us just note that

when assembling the integral solver with a perpendicular velocity grid which is uniform in
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v⊥ (resp. µ), the error on the solution converges with the order O(∆v4⊥) (resp. O(∆µ2)).

F. Boundary conditions

In the integral solver, the electrostatic perturbation field, δφ, is only defined within the

toroidal simulation domain, i.e. there is no δφ(s) for s < smin or s > smax. Moreover, no

boundary condition is applied to the field δφ which is then left free to take edge values

consistent with the plasma description. When the domain includes the magnetic axis s = 0,

one imposes unicity on the solution on axis: δφ(s = 0, θ⋆) = 〈δφ〉θ(s = 0) for any θ⋆ as

described in Ref. 6. This “unicity boundary condition” on the magnetic axis translates into

keeping only the m = 0 mode for the field coefficients.

A simple verification of the behavior of δφ on the edge has been carried out in a very sim-

ple system of the form Lδφ = δNpol where L is the integral polarization drift operator (no

adiabatic electrons). The background is Maxwellian with constant density and temperatures

profiles, the geometry is Cartesian (x, y) x is the “radial” direction and y is the periodic

“poloidal” direction, and the perturbation is a pure radial sinusoid δNpol(x, y) = sin (kxx)

with kx = 2pπ/Lx, p an integer number, and Lx the simulation width in the x direc-

tion. In these conditions, one obtains a theoretical estimate for the field at the edge:

δφtheory = −(4ρth/3
√
2π)∂δφ/∂x. In Fig. 3 (a), this theoretical estimate (red full line with

cross markers) is in good agreement with the numerical value of the field (thick black line).

The agreement is better for long wavelengths because of approximations made for obtaining

the analytical relation. Note that the radial derivative ∂δφ/∂x used for the theoretical esti-

mate is taken from the numerical simulation results. This theoretical estimate is obtained

from the following approximation

δNpol
edge ≃ −3

4

qN0

T0
δφ+ q

ρth√
2π

[

δφ

2

∂ N0/T0
∂x

− N0

T0

∂δφ

∂x

]

. (23)

This relation is obtained by integrating Eq. (16) when gyroaveraging the perturbed field only

over the fraction of gyroring which is inside the simulation volume, because the simulated δφ

is not defined outside the simulation volume. The Taylor expansion of the gyroaveraging of

the perturbation at the edge is thus 〈φ〉α ≃ φ/2− (ρ/π)∂φ/∂x. The background quantities

being defined outside the simulation domain, their gyroaverage Taylor expansion is 〈N0〉α ≃
N0 + (ρ2/4)(∂2N0/∂x

2 + ∂2N0/∂y
2).
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FIG. 3. Value of the electrostatic field at the edge, in a simple test case scenario. Cartesian coor-

dinates, slab geometry, δφ solution to a RHS perturbation δN = sin (kxx) when solely accounting

for the polarization drift operator. The “theory” curve is estimated from equation (23) valid for

long wavelengths only (see the text).

G. Numerical convergence and structure of the polarization matrix

Here we will show that the growth rate of unstable n 6= 0 modes can be recovered by

using a numerically reduced band matrix for representing the arbitrary wavelength solver

matrix14. On the other hand, we shall see that one cannot truncate this matrix to accurately

simulate the n = 0 GAM oscillations and zonal flow residual which are typically studied in

a Rosenbluth-Hinton test25. Therefore, in view of carrying out nonlinear simulations, one

needs to keep the “complete” matrix.

As discussed in Ref. 14, the new arbitrary wavelength polarization matrix has the par-

ticularity of being composed of a number of radial bands varying with the splines de-

gree and the v⊥,max parameter. This number of radial bands is given by the relation

nrad−bands = 2(d+1)+ceil(2ρmax/∆r) with ρmax = v⊥,max/Ω0 the largest Larmor radius used

during the quadrature, and ∆r the width of a radial interval ∆s in ρi units. In our case

this radial interval width varies because of the radial profile effects and one should consider

the most constraining value of ∆r for defining nrad−bands. The total number of radial bands

used for representing the arbitrary wavelength solver matrix is thus nbands = nmnrad−bands

with nm the number of discrete Fourier modes used to represent the field in the poloidal

direction.

We confirm in a pure TEM case that the eigenvalue of the mode may only be weakly af-

fected by this number of radial bands14, such that one can truncate the arbitrary wavelength

12
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FIG. 4. Pure TEM study with hybrid electron model, test case based on CBC but with LTi = LN ,

see thesis Ref. 24 for more details on the test case. Radial resolution ns = 360 with a/ρi = 180.

Subplot (a), the polarization matrices used for computing the growth rates are composed of all the

twenty seven non-zero radial bands (red) and of only five radial bands (blue). Vertical dashed lines

separate three different (nθ, nϕ) resolution used for this scan. In subplot (b) and (c), convergence

studies are carried out with respect to the radial resolution ns and to the v⊥,max parameter,

respectively. In these cases all the non-zero radial bands composing the solver matrix are kept and

v⊥,max = 5vth.

polarization matrix. In Fig. 4 (a), it is shown that keeping only 5 of the 27 matrix radial

bands is enough to recover the growth rate of the TEM mode over the whole instability

spectra.

In subplots (b) and (c), convergence studies carried out for the toroidal mode number

n = 128 show that the growth rate is converged with ∆r/ρi ≈ 1/2 (ns = 360) and v⊥,max ≥
4vth. For the scan carried out in subplot (a), one uses ns = 360 and v⊥,max = 5vth. These

parameters are used in the other simulations of this paper (except indicated otherwise).

A Rosenbluth-Hinton test25 is carried out in Fig. 5. In subplot (a), all the radials bands

required for representing the arbitrary wavelength matrix, with v⊥,max = 5vth, are kept and

there is a a very good agreement between the results obtained with the long-wavelength

solver and the arbitrary wavelength solver. In subplot (b), the relative differences between

a theoretical estimate and the simulation results using the arbitrary wavelength solver is

13
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FIG. 5. Rosenbluth-Hinton test in CBC geometry with zero density and temperatures gradients,

ρ⋆ = 1/180, ns = 360, np,tot = 16M marker particles, adiabatic electrons, and the results are

taken at radial position r ≈ 0.5. Plotted is the radial electric field Er in arbitrary units. Subplot

(a), comparison between the long and arbitrary wavelength solvers with 27 (blue), 10 (orange),

and 5 (red) radial bands fo representing the solver matrix. Subplot (b), convergence study with

respect to v⊥,max used for assembling the arbitrary wavelength solver. Plotted are the relative

differences of the simulation results with the theoretical estimates: res = 1/(1 + 1.6q2s
√

a/R) and

ωG = (vth,i/R)
√

1 + 1/2q2s . The dotted lines, in subplot (b), stand for the long wavelength results.

plotted with respect to the parameter v⊥,max used for assembling the polarization matrix.

For v⊥,max ≥ 5vth the simulation results obtained with both the arbitrary wavelength solver

and the long wavelength solver are in good quantitative agreement. In both cases there are

reasonable differences of 3% and 7% between the numerical results and the theoretical pre-

dictions for the residual res = 1/(1+1.6q2s
√

a/R) and frequency ωG = (vth,i/R)
√

1 + 1/2q2s ,

respectively. In subplot (a), one shows that the results are clearly sensitive to the number of

radial bands and that with the arbitrary wavelength solver one clearly needs a larger num-

ber of radial bands than with the differential solver, in order to converge the results. These

results were numerically converged within a few percent when keeping 80% of the radial

bands composing the integral solver matrix. In the simulations presented in the remainder

of this paper we will keep all the non-zero radial bands.
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III. LINEAR BENCHMARK ORB5 VERSUS GENE

To validate the new solver, a benchmark exercise has been carried out, between ORB5

and the global version of the GENE code16,17,26, by using realistic magneto-hydrodynamic

(MHD) geometries, as well as the different versions of the new ORB5 field solver. For this

benchmark exercise, two MHD equilibria from Ref. 27 were used: the geometry V, MHD-5,

which is the simplest one and the geometry I, MHD-1, which is the most complicated one.

When using MHD-5, three electron models (adiabatic, hybrid, and kinetic) were used, as

well as the three solver versions: long wavelength, Padé, and arbitrary wavelength. When

using MHD-1, one used the adiabatic electron model for both the long wavelength and the

arbitrary wavelength solvers.

The considered plasma is a two species plasma with ions (qi = −qe = e), heavy electrons

(mi/me = 400), and Ti0 = Te0. The background profiles are chosen to be peaked, such as to

radially localize the source of instability and to avoid the presence of modes growing with

similar growth rates at different radial locations. Both density and temperature profiles are

thus defined by

d lnN, T

dρvol
= −κN,T

2

[

tanh

(

ρvol − ρvol,0 +∆ρvol
∆N,T

)

− tanh

(

ρvol − ρvol,0 −∆ρvol
∆N,T

)]

, (24)

with ρvol =
√

V/Vedge, V = V (ψ) the volume contained within the flux surface ψ, and

κN,T = a/LN,T . In this benchmark exercise one takes κN = 0.78, κT = 2.47, ∆N = 0.02,

∆T = 0.02, ρvol,0 = 0.5, and ∆ρvol = 0.075 for both ion and electron species.

In Fig. 6, using the fully shaped MHD equilibria MHD-1, the local dispersion relations

obtained from simulations carried out with GENE and ORB5 are in good agreement at

all wavelengths when using the new arbitrary wavelength solver. It is noticeable that this

ITG type mode is unstable down to shorter scales (0 > kθρi & 1.2) than a typical ITG

(0 > kθρi & 0.6). Thanks to this particularity of the spectra, it is clearly shown that the

long-wavelength solver underestimates the growth rate for short wavelength kθρi > 0.6.

In Fig. 7, using the simplest MHD equilibria MHD-5, it is shown that the long-wavelength

solver totally fails at solving the short wavenumbers of the TEM branch, when using either

the hybrid or the fully kinetic electron models. On the contrary, the new arbitrary wave-

length solver successfully solves these short scales modes with both the hybrid and drift-

kinetic electron models and is in very good quantitative agreement with GENE. Finally, the
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angles) or arbitrary wavelength solver (blue dots), when using the (a) adiabatic, (b) hybrid, and

(c) kinetic electron models. Growth-rate in full-line and real frequency in dashed line.

Padé version of the solver also shows a very good agreement with GENE and thus with the

new integral solver.

In Fig. 8 subplots (a) and (b), it is shown that the radial envelopes of the eigenmode

n = 24 are in very good agreement between GENE and ORB5 when using either the arbitrary

wavelength or the Padé solver. Moreover, the systematic presence of fine radial structures
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due to the non-adiabatic response of passing electrons near MRSs5 is confirmed, and their

width is clearly converged for both ORB5 and GENE (see the zoom). It is remarkable that

the Padé approximation version of the solver is still valid for such short scale δr ≈ 0.3ρi

corresponding roughly to krρi ≈ 20. It is also remarkable that there is such a good agreement

when using the drift-kinetic model for the electron (ORB5) and the gyro-kinetic model for

the electron (GENE). On the other hand, it is shown that the long wavelength solver fails

at solving these fine radial structures. Note that fine structures of similar short scales are

present on the source term of the quasi-neutrality equation, δNgy
i − δNgy

e , when using either

the long or arbitrary wavelength solver, see subplot (c). It clearly shows that the absence

of fine structures on the potential envelope is only a consequence of the long wavelength

approximation used.

For the results obtained when using the arbitrary wavelength solver, the fact that the

growth rate is larger when using the fully-kinetic electron model than when using the hybrid

electron model shows that the non-adiabatic passing electron response is not only corrugating

the eigenmode radial structure but furthermore enforces the destabilization mechanisms. For

example (see Fig. 7) for the wave number kθρs ≈ 1.2 of the TEM branch, the growth rate is

γ ≃ 0.38 with the hybrid electron model and γ ≈ 0.64 with the fully kinetic electron model.

IV. TCV SIMULATIONS

In this section, we present global nonlinear simulations of a two species plasma, i.e.,

kinetic ions and electrons, carried out in conditions relevant for TCV shot #45353. The

magnetic geometry is shaped with elongation, triangularity, and Shafranov shift, see Fig. 9.

This TCV shot was initially used in Ref. 24 where nonlinear simulations were carried out

with ORB5 using a simpler model for the plasma, i.e. the hybrid electron model, the long-

wavelength solver, and a lower radial resolution (ns = 128), thus missing the physics of

passing electrons near MRSs.

In this section, we start to compare results of a half torus simulations carried out with

the Padé solver and with the arbitrary solver. We then compare results of these half torus

simulations with a full torus simulation. Finally we compare the simulation results of the half

torus test case carried out with the heavy electron mass ratio mi/me = 400 with the same
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FIG. 8. Eigenmode radial structure (poloidal-average without the Jacobian) of the electrostatic

field in subplots (a,b), and of the guiding-center charge density in subplots (c,d). Results have been

obtained with GENE (black), ORB5 with long wavelength solver (green), ORB5 with arbitrary

wavelength solver (blue), and ORB5 with Padé approximation solver (red). Toroidal mode number

n = 24 in the ITG regime. One uses a very high radial resolution: 800 (1000 for GENE) radial

points on the plotted radial interval.

simulation carried out with the physical deuterium to electron mass ratio mi/me = 3672.

A. Test case description

The half-torus case is carried out by using the toroidal mode spectrum n ∈ [0, 2, 4, · ·
·, 42, 44] with np,tot = 109 marker particles for each ion and electron species. The full-torus

case is carried out by using the toroidal mode spectrum n ∈ [0, 1, 2, · · ·, 43, 44] and keeping

the same number of marker particles per toroidal mode number.

The configuration space grid resolution is ns × nθ × nϕ = 360 × 1024 × 512 with s ∈
[0.35, 1.0] and ρ⋆ = ρs/a = 1/81 at the position of reference speak = 0.6 (ρvol ≈ 0.48). The

temperature ratio being equal to Ti0/Te0 = 0.2667, TCV is a “big” machine for the ions

with ρi/a ≈ 1/157 at speak and the chosen radial simulation domain represents more than

100 ion Larmor radii. According to Ref. 5, this grid configuration, with several points per
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FIG. 9. Electrostatic field in the poloidal plane, snapshot taken during the turbulent saturated

time window. TCV full-torus simulation test case.

ion thermal Larmor radius, should be large enough for resolving the fine radial structures.

A typical field aligned filter7,10 is used such that for a given toroidal mode number n only

the poloidal modes contained in the local interval m ∈ [nqs − 5, nqs + 5] are solved.

A modified Krook operator9 is used for controlling the noise by setting the parameter

γka/cs = 0.027 (heavy electrons) and 0.024 (Deuterium/electron mass ratio) which roughly

corresponds to a tenth of the respective maximum linear growth rates. This operator does

not introduce sources of particles or parallel momentum and conserves the residual ZFs phase

space structure. The Krook operator is used to keep the species temperature profiles close

to their initial values. The associated heat source is a smooth radial function corresponding

consistently to a source near the core and a sink near the edge. The radial density profile

can relax during the simulation and the time-averaged (over the turbulent saturated regime)

profile shows a significant deviation from the initial input, by up to 10 − 20%. This loss

of density is caused by a strong burst of particle flux when the system state enters in

the nonlinear saturated regime, after which there is a remaining particle flux of decreasing

amplitude during the simulation so that the density continues to relax. This relaxation of the

density profile is currently not taken into account by the assembly of the solver. Doing that

would require implementing the nonlinear polarization drift contribution to the QNE, which
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is left for future works. Shielding of electric field23 is used at the edges of the simulation

domain, to avoid the presence of non-physical electric field caused by secular accumulation

of charge losses near the boundary.

B. ORB5 moments and fluxes diagnostics

A new 3D diagnostic feature is implemented in the ORB5 code. In these new diagnostics,

the moments of the particle perturbation distribution function, δf , are computed by doing a

Galerkin projection of the marker weights, which are furthermore weighted by 1 for density

and mv2/2 for kinetic energy, on the same DFT-finite-element representation as the one

used for the perturbed electrostatic potential δφ. In addition, this projected quantity is

multiplied by the inverse mass matrix such as to obtain the DFT-finite-element coefficients

of the expected physical quantity. The computation of these moments is comparable to the

coefficients of the source term in Eq. (19). For example, the DFT finite-element coefficients

of the perturbation density are computed from

(δNσ,g)k′ = M−1
kk′

∑

p

wp 1
(

|Ẽg ≤ Ẽp < Ẽg+1| × |λg ≤ λp < λg+1|
)

〈Λ̂k〉α(Xp, µp), (25)

where the perturbation moment is furthermore split in velocity space subgroups labeled g,

and the value of an inequality is one or zero. These subgroups are flexibly determined by

any 2D grid over the normalized kinetic energy Ẽ = Ekin/Tσ(X) and the signed pitch angle

λ̃ = sign(v‖)λ/λc with λ = | arctan v⊥/v‖| and λc = arccosαtrap(X). These new diagnostics

are also used in the following sections for computing the electron particle flux spectra.

In ORB5, the gyrocenter fluxes are computed from equation24

F̄σ[A] =

〈 ∇ψ
|∇ψ| · 2π

∫ +∞

0

dµ

∫ +∞

−∞

dv‖
B⋆

0‖

mσ
A fσẊ

〉

S

, (26)

where Ẋ is the guiding-center drift and A is a function of position and velocity A =

A(X, µ, v‖) such that the particle, kinetic energy, potential energy, and heat fluxes are

then, respectively, defined by Γ̄σ = F̄σ[1], Q̄kin,σ = F̄σ[mv
2/2], Q̄pot,σ = F̄σ[qφ], q̄h,σ =

F̄σ[m(v2 − 5v2th,σ)/2 + qφ] = Q̄kin,σ + Q̄pot,σ − (5/2)TσΓσ. In Eq. (26), the brackets 〈 〉S
denote the surface average

〈A〉S(ψ, t) =
1

∫

S(ψ)
dS

∫

S(ψ)

dSA,
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with dS = dϕdθ⋆J |∇ψ| and
∫

S(ψ)
dSA =

∮

dϕ
∮

dθ⋆J (ψ, θ)|∇ψ(ψ, θ⋆)|A(ψ, θ⋆). In term of

the flux-surface average operation, the surface average reads 〈A〉S = 〈|∇ψ|A〉FS/〈|∇ψ|〉FS.
Numerically the flux-surface averaged quantities are computed from the approximation

〈A〉FS ≃ 〈A〉∆V =
1

∆V

∫

∆v

d3VA,

with ∆V the volume delimited by the surfaces ψ and ψ +∆ψ. This approximation is exact

in the limit of ∆ψ → 0.

For electrons, the gyrocenter fluxes match the particle fluxes because ρe ≃ 0. For ions,

ρi 6= 0 and one needs to account for the polarization and magnetization correction terms28,29

such that one has the relation

Γσ = Γ̄σ + ∂Pσ/∂t +∇×Mσ,

where ∂Pσ/∂t is a polarization current contribution to the particle flux and ∇ × Mσ is

a magnetization current contribution to the particle flux28,29. In a quasi-steady state,

the surface- and time-averaged fluxes of particle and gyrocenters are essentially equivalent

〈Γσ〉t(s) = 〈〈Γσ〉S〉t ≃
〈

〈Γ̄σ〉S
〉

t
. The magnetization current contribution goes to zero when

averaging over a closed toroidal surface. From now on, no more distinction will be made

between the gyrocenter fluxes and the particle fluxes except if relevant for the discussion.

The particle diffusivity and the heat diffusivity are defined by

Dσ = Γσ/

〈

− ∇ψ
|∇ψ| · ∇Nσ

〉

S

≃ Γσ 〈|∇ψ|〉FS
(−dNσ/dψ) 〈|∇ψ|2〉FS

, (27)

and

χσ = qσ,H/

〈

− ∇ψ
|∇ψ| ·Nσ∇Tσ

〉

S

≃ qh,σ 〈|∇ψ|〉FS
Nσ(−dTσ/dψ) 〈|∇ψ|2〉FS

, (28)

where one assumes that N = N(ψ) and T = T (ψ). These quantities are expressed in gyro-

Bohm units DGB = χGB = ρ2s0cs0/a with cs0 =
√

Te0(s = 0.6)/mi and ρs0 = mcs0/qBaxis.

C. Arbitrary wavelength and Padé solvers in the half-torus test case with

heavy electrons

The time-dependent radial profile of particle flux, Γ(ρvol, t), electron heat flux, qH,e(ρvol, t),

and electron heat diffusivity, χe(ρvol, t), are plotted in Fig. 10. The simulation time window

21



FIG. 10. Particle flux (a), electron heat flux (b), and electron heat diffusivity (c) with respect to

the time, tcs/a, and radial position, ρvol. Global simulation of TCV #45353 using the arbitrary

wavelength solver, the kinetic electrons, the heavy electron mass ratio mi/me = 400, in a half

torus.

covers several flux bursts during the turbulent saturated regime, thus ensuring a reason-

ably good enough statistics. Fig. 11 subplots (a) and (b) show the radial profile of the

time-averaged heat diffusivity of the ions 〈χi〉t(s) and electrons 〈χe〉t(s), respectively. For

simulations carried out with both the Padé solver and the arbitrary wavelength solver, the

time-averaged ion heat diffusivity is more pronounced near the core and the time-averaged

electron heat diffusivity is more pronounced near the edge, as expected from ITG and TEM

regimes, respectively. Each species heat diffusivity is found to be in good quantitative agree-

ment between simulations carried out with either the Padé solver or the arbitrary solver.

There is only 6% of relative difference between their time- and radial-averaged amplitudes,

see the dotted lines in Fig. 11. Moreover, 〈χi〉t and 〈χe〉t are of similar level, but hav-

ing a constant temperature ratio Te0/Ti0 = ∇Te0/∇Ti0 ≃ 3.75 the total heat flux, roughly

qh ≃ 〈χi〉tN |∇Ti0|+ 〈χe〉tN |∇Te0|, is essentially dominated by the electron contribution.

In simulations carried out with either the arbitrary solver or the Padé solver, both the

time-dependent and time-averaged radial profiles of electron heat diffusivity, respectively

plotted in Figs. 10(c) and 11(b), show the systematic presence of fine radial structures near

MRSs which are due to the nonadiabatic response of passing electrons5. These corrugations

are clearly more pronounced at the surfaces of safety factor qs = 3/2, 2, 5/2 compared to

other rational surfaces, because these rational surfaces are of lowest order in the case of

a half-torus simulation. The electron heat flux, qh,e, being smooth in the radial direction,
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FIG. 11. Time-averaged radial profile of the heat diffusivity of (a) the ions and (b) the electrons, for

the simulation of Fig. 10. Radial profiles of (c) the time-averaged electron temperature gradient

perturbation and (d) the time-averaged E ×B shearing rate. Padé solver (red) and arbitrary

wavelength solver (black) test cases. Time averaged quantities, 〈·〉t, are obtained over the turbulent

saturated regime for tcs/a > 75. A shorter time-window is used for the full-torus.

see Fig. 10(b), the presence on χe ∝ qh,e/∇Te of these fine radial structures near MRSs is

the result of the presence of similar fine structures on 〈δR/LTe〉t. It should be pointed that

the E × B ZF shearing rate, Fig. 11(d), is zero at lowest order MRSs where the electron

temperature gradient perturbation has a local maximum, more comments will be made

in Sec. IVE5. We have checked, by varying the value of the Krook parameter, that the

observed corrugations are not due to an artefct of the Krook operator. A similar analysis

was shown in Ref. 30.

The time-dependent radial profile of the E ×B ZF shearing rate is plotted in Fig. 12 and
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FIG. 12. E ×B ZF shearing rate with respect to the time and to the radial position. Subplot (a)

arbitrary solver, (b) Padé solver. For the parameters of Fig. 10.

is computed with equation

ωE×B =
s

2ψq

d

ds

(

1

s

d〈δφ〉FS
ds

)

, (29)

see Refs. 31 and 32. This field is computed from the finite-element representation of δφ and

thus provide an insight on the numerical resolution which is achieved by the field solver. The

E × B ZF shearing rate being essentially a second order radial derivative of the electrostatic

field, the short scales noise is much more visible than on the potential δφ. It is of interest

to observe that, in both simulations carried out with the Padé solver and with the arbitrary

wavelength solver, the E ×B ZF shearing rate has the same level of noise. It shows that the

numerical approximations made for assembling the arbitrary wavelength solver, in particular

the polarization drift integral form, are not responsible for the presence of significant short

scale errors. Notice that the low level of noise reached in these simulations is possible because

of the use of a high number of particles (109) and of a high number of gyropoints (18 for

thermal ion Larmor radius) for computing the RHS of the QNE.

Fig. 13 shows the time-dependent radial-averaged amplitude of the E × B ZF shear-

ing rate 〈|ωE×B|〉s(t) in subplot (a), and the time-window averaged E × B shearing rate,

ωeff(tw) = 〈|〈ωE×B〉tw |〉st, in subplot (b), which is given by

ωeff(tw) =

∫ smax

smin

ds

smin − smax

∫ tend

t1

dt

tend − t1

∣

∣

∣

∣

∫ t+tw

t

dt′

tw
ωE×B(s, t

′)

∣

∣

∣

∣

, (30)

with t1 = 75a/cs in our case, see Ref. 5 for more details. It is clearly shown in subplot (b)

of Fig. 13 that the Padé solver and the arbitrary wavelength solver have the same ωeff at all

tw and thus the same temporal spectra for ωE×B.
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FIG. 13. Radially averaged (a) E ×B ZF shearing rate versus time and (b) time-windowed aver-

aged E ×B shearing rate versus size of the window tw, ωeff (tw) = 〈|〈ωE×B〉tw |〉st, see Eq. (30).

Color code: blue for the half-torus case with arbitrary solver and heavy e-, red for the half-torus

case with Padé solver and heavy e-, black for the full-torus with arbitrary solver and heavy e-,

green for the half-torus with arbitrary wavelength solver and real electron mass (mi/me = 3672).

D. Full-torus versus half-torus simulations

Fig. 14 compares results of the previous half-torus simulation with a full-torus simulation

carried out with heavy electrons, as well. This figure shows the radial profiles of the time-

averaged ion heat diffusivity (a), the time-averaged electron heat diffusivity (b), the electron

temperature gradient perturbation (c), and the E ×B ZF shearing rate (d). The major

difference between these radial profiles obtained in the half-torus and full-torus cases is the

presence, in the half-torus test case, of non-physical fine structures of big amplitude near

non integer rational surfaces, see Figs 14 near qs = 3/2 for example. In a realistic full-

torus simulation, all the required toroidal mode numbers n are accounted for, and solely

the magnetic surfaces of integer safety factor, qs = m/1 with m an integer, are of lowest

order. As a consequence, the magnetic surfaces of rational safety factor qs = p+ 1/2 with p

an integer are, in reality, not of lowest order. Only the mode of toroidal numbers n = 2p′

(half of the spectra) can be exactly field aligned at these surfaces where there exist p′ and

m′ integers such that qs = p + 1/2 = m′/2p′. By carrying out a half-torus simulation, one

artificially increases the fraction of simulated modes to which the passing electron respond

nonadiabatically. For example, in Fig. 14 (b), the fine structures at the magnetic surfaces

of safety factor qs = 3/2 and 5/2 have almost disappeared from the full-torus simulation
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FIG. 14. Time-averaged radial profile of (a) the heat diffusivity of the electrons, (b) electron

temperature gradient perturbation, and (c) E ×B ZF shearing rate. Half-torus (red) and full-

torus (black) test cases with heavy electrons.

results. This is also clearly visible on the electron temperature gradient perturbation, see

subplot (c). Realistic nonlinear simulations including the physics of kinetic electrons must

then contain the whole toroidal mode spectrum, in order to properly simulate the physics

of kinetic electrons near MRSs.

The radially averaged E ×B shearing rate, 〈|ωE×B|〉s, is decreased by 34% in the full-

torus case compared to the half-torus case, see Fig. 13(a). This decrease of the E ×B

shearing occurs at all fluctuation time scales, see Fig. 13(b). We also observe a 24% and

19% relative decrease of, respectively, the ion and the electron heat diffusivity in the full-

torus simulation compared to the half-torus case. This observation is not in contradiction

with the ZF saturation mechanism paradigm: we actually use a different number of toroidal

mode numbers for these two simulations, and this affects not only the E × B shearing rate

but the whole turbulence spectrum organization and energy density. Another remark is
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that the corrugations of the time-averaged E ×B ZF shearing rate are almost drown in

the fluctuations, see Fig. 14, whereas in the flux tube simulation of Ref. 5 these long time-

averaged fine structures were of the same amplitude as the fluctuations. We shall see in

Sec. IVE5 that this low level of corrugations on the time-averaged ωE×B is essentially due

to the choice of using heavy electrons for this test case.

E. Half torus simulation with the physical Deuterium to electron mass ratio

In this section, we present the results of a fully kinetic simulation carried out with the

Deuterium to electron mass ratio mi/me = 3672. In this case, the annular width has been

slightly reduced in order to decrease the numerical cost of the simulation. It is a half torus

simulation with s ∈ [0.5, 1.0] and ns = 360, n ∈ [0, 2, 4, · · ·, 42, 44]. The Krook parameter is

set to γka/cs = 0.027 to match 10% of the linear growth-rate.

We also re-run a nonlinear simulation with mi/me = 400 when using the same numerical

resolution. The only exception being the Krook parameter which is set at γka/cs = 0.024

again to match 10% of the linear growth-rate. In Fig. 15, the simulation carried out with

mi/me = 400 clearly has higher transport levels associated to lower gradient drives, com-

pared to the simulation carried out with mi/me = 3672. Prior to discuss this reduction of

the turbulence, the linear regime is studied in more details so as to give more insight on the

unstable nature of this configuration.

1. Linear destabilization

In a tokamak, the destabilization mechanisms are, not only but at least in the regimes

we study, related to the drift motion of particles which can act as a source or sink of energy

for the field. In the electrostatic plasma of interest, the field energy is defined by6,7

Efield := (qi/2)

∫

dxδNpol(x)δφ(x),

and the kinetic energy of the plasma is defined by

Ekin :=
∑

σ

∫

dXdv‖dµdα
B∗

0‖

mσ
fσ

(

µB0 +
mσ

2
v2‖

)

.

In a closed system, the conservation of energy, which is only possible in a nonlinear

simulation without dissipation, sources, or sinks, imposes dEtot/dt = d(Ekin + Efield)/dt = 0.
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FIG. 15. Nonlinear simulation results of TCV carried out with heavy electrons (red) and physical

D/e− mass ratio (blue thick line). Radial transport of (a) electron heat flux, (c) ion heat, and

(e) particle. Radial averaged inverse gradient lengths of the (b) electron temperature profile, (d)

ion temperature profile, and (f) of the particle density. Results show a higher level of transport

associated to a lower gradient when using the heavy electrons mi/me = 400 instead of the D/e−

mass ratio mi/me = 3672. The density profile continuously relax because no particle source is

considered in these nonlinear simulations.

In a linear simulation this is not possible but one can nonetheless verify the consistency

of the power transfer, as introduced in Refs. 13 and 33. This consistency can be verified

by comparing the growth rates computed either from the field energy or from the kinetic

energy. These growth rates are, respectively, given by the equations

γfield =
1

2Efield
dEfield
dt

,

and

γkin = − 1

2Efield
∑

σ

qσ

∫

dXdv δfσ Ẋ · 〈E〉α, (31)

where the approximation −∇〈φ〉α ≃ 〈E〉α is made, and the equality dEfield/dt = −dEkin/dt =
qi
∫

dXdv fi Ẋ · 〈E〉α has been employed. In ORB5, the kinetic growth rate γkin = γ‖ +

γ∇B + γcurv + γ∇P , which is computed from the total drift Ẋ = v‖b + v∇B + vcurv + v∇P ,

is furthermore split in between the different drift contributions: v‖ the parallel drift, v∇B

28



s
0.6 0.65 0.7 0.75 0.8 0.85 0.9

γ
k
in
a
/
c s

-0.02

-0.01

0

0.01

0.02 ions pas e- trp e-

γ
k
in
a
/
c s

-0.01

0

0.01

0.02 ions + e-(a)

(b)

FIG. 16. Radial contribution from the different species to the kinetic growth rate γkin. Linear

simulation, TCV test case, n = 16 mode, mi/me = 3672. Subplot (a) all species, subplot (b) the

contribution of the ions, passing electrons, and trapped electrons are decomposed. This quantity

is not computed from the particles motion so that some reduced polarization terms are missing to

fully appreciate the ion radial organization.

the ”grad B” drift, vcurv the curvature drift, and v∇P the pressure gradient drift (of small

amplitude in our case). See Ref. 7 for the definition of these drifts.

Numerically, the field is represented with finite elements, and the particle phase space

is represented with marker particles by using a PIC representation6,7. As a consequence,

simulations must be carried out with a high enough radial resolution and a high enough

number of particles to properly simulate the particle-field interactions, because fine radial

structures are present on both the electrostatic field and on the perturbation density. To

converge the numerical estimate of γkin, in simulations carried out with mi/me = 3672, it

appeared that it was necessary to use a higher radial resolution, when keeping a constant

density of markers per radial interval, than in simulations carried out with mi/me = 400,

in order to converge γkin with γfield. Indeed in Fig. 16, the contributions to γkin from the

different groups of particles are plotted with respect to the radial position s. One can clearly

appreciate that the particle-field interaction is finely corrugated near MRSs so that one needs

a good enough resolution for converging this local contribution to the destabilization.

In this TCV test case, the plasma is destabilized by a mixed ion temperature gradient

29



0 20 40

−0.5

0

0.5

(b) electrons

n
0 20 40

−0.4

−0.2

0

0.2

(a) deuterium

n
γ
a
/
c s

FIG. 17. Species contribution to the linear growth rate γkin (black +), Eq. (31), is decomposed
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rate γ = γi + γe is plotted with gray dashed lines and circle markers in both subplots.

(ITG) and trapped electron mode (TEM) regime. The instability is driven by the electrons

at low n and by the ions at higher n, up to n ≃ 32 which corresponds roughly to k⊥ρi ≃ 0.6

or kθρs ≃ 1.2. The species contributions to the destabilization are split into their different

drift contributions in Fig. 17. In the electron case, the parallel damping is essentially due to

the passing electrons and the grad-B and curvature drift destabilizing influence is essentially

due to the trapped electrons. In the ion case, the passing and trapped particles are both

contributing to the different drift terms in a more complex manner. Finally, the nonlinear

simulations are carried out up to n = 44 which corresponds to kθρi ≃ 0.7 or kθρs = 1.36

which is at the limit of the short ion scales. Nonetheless, as we will see, the fine structures

near MRSs which are present on the different toroidal Fourier components δφ̂(s, θ⋆, n) are

arbitrarily small with respect to the maximum simulated mode number n, because the

distance between MRSs is proportional to r/ŝqsn. This physics of the passing electrons

near MRSs hinder small scales polarization effects which require the use of the arbitrary

wavelength solver. These fine structures present on δφ can have a radial width smaller

than an ion Larmor radius, which corresponds to krρi & 6. The main rationale for only

simulating the toroidal mode numbers n . 44 in a half torus tokamak, is to reduce the cost

of the simulation carried out with the Deuterium to electron mass ratio.
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2. Quasi-linear flux estimate

The radial turbulent transport of particles can be seen as the result of a phase shift

between the perturbed species density and the perturbed electrostatic potential. A way of

predicting the presence of radial transport due to an electrostatic perturbation can be based

on the measurement of the phase shift between the perturbed density and the perturbed

electrostatic potential, i.e., arg(δN̂/δφ̂), where the Fourier representation of the field, i.e.,

δN̂ and δφ̂, has been employed. Note that when π > arg(δN̂/δφ̂) > 0 the radial flux

is outward and when 0 > arg(δN̂/δφ̂) > −π the radial flux is inward, according to the

definition of the quasi-linear perturbation transport

Γ̂ql ≃ −ı ky
B

δφ̂∗δN̂ =
−ı ky|δφ|2

B

δN̂

δφ̂
, (32)

with ky the wavenumber in the binormal direction y = b×∇s/|∇s|.
For studying the turbulent electron fluxes organization, it turns out to be relevant to

split the electron density perturbation into the four following subgroups: passing electrons

with Ekin = mev
2
‖/2+ µB0 ≤ Te(X), passing electrons with Ekin > Te(X), trapped electrons

with Ekin ≤ Te(X), and trapped electrons with Ekin > Te(X). The density perturbation of

these groups are plotted in Fig. 18.

We are now interested to identify the phase shift between δφ and δNe in global linear

ORB5 simulations. In Fig. 18, the kinetic response of passing electrons shown in subplot

(a) for Ekin ≤ T and (b) for Ekin > T are both composed of adiabatic and nonadiabatic

components. The adiabatic component corresponds to the large structures comparable to

the ones observed on δφ in subplot (f). The nonadiabatic passing-electron component is

radially localized on the different lowest order MRSs of this n = 16 eigenmode. The MRSs

can be easily localized by identifying the layer of parallel current δu‖ in subplot (e). It

is also noticeable that this shift is counter-clockwise for Ekin ≤ Te(X) and clockwise for

Ekin > Te(X). In comparison, the trapped electron population is also split into the same

subthermal and suprathermal subgroups, respectively Ekin ≤ Te(X) and Ekin > Te(X). It

clearly appears in subplots (c) and (d) that the phases of these trapped electron subgroups

kinetic responses are of opposite signs. Moreover, the trapped electron subthermal group

density perturbation is localized at a more inward radial position than the density perturba-

tion of the suprathermal group kinetic response. The phase shift of these thermal subgroups
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FIG. 18. Electron density perturbation split into four subgroups: (a) passing electrons with Ekin ≤

Te, (b) passing electrons with Ekin > Te, (c) trapped electrons with Ekin ≤ Te, (d) trapped electrons

with Ekin > Te. Subplot (e) electron parallel current δu‖. Subplot (f) δφ. Linear TCV simulation

physical mass ratio mi/me = 3672, and n = 16. Note that the electron subgroup densities (a-d)

are obtained from new diagnostics in which the fluid moments are computed on the same DFT

finite-elements representation than the one which is used to represent the electrostatic field δφ and

to copute the right-hand-side of the QNE. It gives an insight on the ”smoothness” of each subgroup

contributions to the charge assignment when computing the self consistent electrostatic field δφ

(f).

being of opposite signs these thermal subgroup contributions to the particle transport will

be in opposite directions, as we will confirm in nonlinear simulations.

It is of interest to look at the cause for having different phase-shift signs, sign(arg(δNe/δφ)),

between the subthermal and suprathermal subgroups of particles. For simplicity, we carry

out this analysis at the MRS qs = 3/2 which is of lowest order in a half torus simulation so
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FIG. 19. Amplitude (a,c) and phase (b,d) of the nonadiabatic electron response of passing electrons

δNe,pas/δφ (a,b) and trapped electrons δNe,trp/δφ (c,d). Results obtained with a local dispersion

relation analysis at the radial position qs = 1.5 where k‖Rqs = 0. The horizontal line indicates the

value of the TCV electron temperature gradient taken at qs = 3/2 from CHEASE input file. The

vertical line indicates the position at which v =
√

2T/m which is the boundary we have chosen for

further dissociating the subthermal and suprathermal subgroups of electrons.

that k‖ = 0. This analysis of the phase shift between δφ and δNe is carried out with the

local dispersion relation

0 =
ZTi0
Te0

+ 1− Ti0
Te0

∫

d3v J2
0 (k⊥ρi)

ω − ω⋆i
ω − k‖v‖ − ωdi

fi0
Ni0

+

(

1− ω⋆e
ω

)

[

αtz
2
beW (zbe)

]

+

(

1− ω⋆e
ω

)[

−1 + αt +W (ze)− αtW

(

ze
αt

)]

, (33)

which includes fully kinetic species responses and is described in detail in Ref. 5. In this

equation αt is the fraction of trapped electrons, ωdi = −k⊥(v2‖ + v2⊥/2)/Ω0B0R, zbe =

sgn(ωϕe)
√

2ω/ωϕe, ωϕe ≃ ωNeLN/R, ze = ω/k‖vthe, and W (z) is the dispersion function.

The nonadiabatic response of the passing electrons, i.e. the third line of Eq. (33), was

obtained from the nonadiabatic electron response

δge(~v, R/LTe) = −Ne0
eδφ

Te0

ω − ω⋆e
ω − k‖v‖

fe0
Ne0

, (34)
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where the electron temperature gradient dependency is contained in the diamagnetic drift

ω⋆e = ωNe[1 + ηe(Ẽ − 3/2)],

ωNe = Te0k⊥/eB0LN , ηe = LNe
/LTe , Ẽ = mv2/2T , and v =

√

v2⊥ + v2‖. At MRSs, where

k‖ = 0, we observe that this local nonadiabatic response does not depend on the pitch angle

λ so that one defines the quantity

δNe,pas(v, R/LTe)

δφ
= −(1− αt)

e

Te0
4πv2

ω − ω⋆e
ω

fe0(v). (35)

The nonadiabatic response of the trapped electrons, i.e. the second line of Eq. (33), was

obtained from the nonadiabatic bounce-averaged trapped electron response which is here

taken in its form independent of the pitch angle

δNe,trp(v, R/LTe)

δφ
= −αt

e

Te0
4πv2

ω − ω⋆e
ω − n〈ϕ̇〉fe0(v), (36)

see Ref. 5 and references therein for details. From these velocity-dependent contributions

to the electron density perturbation, one can recover the local electron density perturbation

with the equation δNe = (eNe0δφ/Te0)+
∫

dvδNe,trp+
∫

dvδNe,pas. In the spirit of the quasi-

linear estimate of the turbulent particle flux, a value of the velocity for which the imaginary

part of δNe/δφ is nonzero will contribute to the radial transport. In Fig. 19, the velocity-

dependent responses δNe,trp or δNe,pas are scanned with respect to the gradient R/LTe .

Represented are the absolute value |δNe/δφ| and the phase shift arg(δNe/δφ|)/π. These

subplots clearly show that a transition occurs around R/LTe ≃ 6. For R/LTe > 6, there are

two local maxima of |δNe/δφ|, and these two subgroups have phase shifts arg(δNe/δφ)/π of

opposite signs. From this observation these two subgroups might contribute to the flux in

opposite directions thus potentially canceling each other. For small values of the gradient,

R/LTe ≤ 6, the nonadiabatic electron response is essentially homogeneous in the v direc-

tion: there is only one maximum on |δNe/δφ| and the phase shift arg(δNe/δφ)/π is nearly

constant. The rationale to the presence of two energetic subgroups which contribute to the

quasi-linear flux in opposite directions for big values of R/LTe is due to the physics described

by the diamagnetic drift which is velocity- and gradient-dependent. In our TCV test case,

ηe ≃ 2 so that ω∗
e ≃ 2ωNe(Ẽ − 1) which shows that it is of opposite sign for suprathermal

and subthermal electrons.
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FIG. 20. Turbulent particle transport during the linear regime, tcs/a ≃ 17, of the nonlinear

simulation of TCV carried out with theD/e− mass ratio. Subplot (a) is the time averaged turbulent

particle flux contributions from the different subgroup of electrons: passing with Ekin ≤ Te, passing

with Ekin > Te, trapped with Ekin ≤ Te, and trapped with Ekin > Te. The time averaged

spectra is plotted at each radial position for these same subgroups in subplot (b), (c), (d), and

(e), respectively. Color code: blue for inward flux, yellow for outward flux, and green for zero flux.

The amplitude (colorbar) has been chosen such as to reveal the radial structures.
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3. Turbulent particle electron flux in the linear growing phase of the

nonlinear simulation

For electrons, the turbulent particle flux, Eq. (26) with A = 1, can be approximated

using B⋆
‖ ≃ B and 〈φ〉≃φ, thus Ẋ ≃ −∇φ × b/B, and Γe ≃ 〈δNeẊ · ∇s/|∇s|〉S . The

electron turbulent fluxes are then decomposed into their subthermal and suprathermal sub-

group contributions, by using the new 3D diagnostics which are based on the finite elements

representation of the fields δN and δφ.

Thanks to these new turbulent flux diagnostics, the predictions made in the previous

quasi-linear analysis, that subthermal and suprathermal subgroups of electrons contribute to

the particle flux in opposite directions, are confirmed in global ORB5 nonlinear simulations

when looking at the instantaneous turbulent flux, taken at tcs/a ≃ 17, i.e. during the

regime of linear growth, see Fig. 20 (a). The subthermal particles have an inward flux

and the suprathermal ones have an outward flux. For passing electrons, these thermal

subgroups contributions to the flux cancel each other and the total passing electron particle

flux is essentially negligible. For trapped electrons, the subthermal electron also have an

inward flux, but globally the electron particle flux is dominated by the suprathermal trapped

electron contribution, which is outward.

These subgroup contributions to the particle flux are also split in their toroidal-spectral

components, in subplots (b-e). Each subplot is a mixed representation: direct in the radial

direction and discrete Fourier in the toroidal direction. This spectral-radial representation

is computed from equation

Γ̃e(s, n) ≈
∮

dθ⋆J̄ δN̂∗(s, θ⋆, n)
−∇δφ̂(s, θ⋆, n)×B

B2
· ∇s,

where Parseval theorem has been employed to replace the integral over the toroidal direction,

Γe(s) =
∑

n Γ̃e(s, n), J̄ = J /〈|∇s|〉FS, and one made the approximation B⋆
‖ ≃ B in the

denominator of the electric drift.

It is remarkable that the passing electron contribution to the particle turbulent flux is

solely localized near the MRSs of each toroidal mode number n. As a result, for bigger n there

are more surfaces for which the passing electrons contribute to the turbulent transport. This

turbulent flux of passing electrons is thus organized in a structured manner as illustrated

by this Γ̃e(s, n). Note that the radial width of the fine structures near MRSs are thinner
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in the case of suprathermal particles because these fast particles are more akin to respond

adiabatically.

An important remark is that the passing electron turbulent flux is sustained by radially

localized contributions coming from the different mode numbers n, but that the sum of

these “discrete” contributions has a remarkably smooth radial profile, see subplot (a). This

smoothness of the overall passing electron profile of turbulent flux emphasizes the existence

of a strong interplay between the different toroidal modes composing the spectra. The

trapped electron contribution to the turbulent flux is not showing such a clear organization

near the lowest order MRSs.

4. Turbulent particle electron flux in the turbulent saturated regime of the

nonlinear simulation

The turbulent particle flux in the turbulent saturated regime is following the same or-

ganization as in the linear regime. The subthermal electrons carry an inward flux and the

suprathermal electrons carry an outward flux. The subthermal and suprathermal passing

electron contributions to the particle flux cancel each other, and the trapped suprathermal

electron contribution dominates the particle transport with a resulting outward flux. The

radial spectra show that the passing electron channel of transport has the same particular

organization: both thermal subgroups of passing electrons have a radially smooth profile

of turbulent transport Γe(s), but at each radial position s only the resonant toroidal mode

numbers n contribute to this transport. For example, in this half torus simulation all the

toroidal modes n can carry a turbulent flux at the lowest order MRSs qs = 3/2, 2, 5/2, 3,

and 7/2, but at the second order MRSs, for example qs = 3/4, only half of the spectra can

carry a turbulent transport.

In Fig. 22, the turbulent particle transport obtained from nonlinear simulations carried

out with the physical mass ratio are compared to the one obtained in simulations carried

out with the heavy electrons mass ratio. Basically, when increasing the electron mass, the

transport significantly increases in all the channels of transport, up to a factor 2-3 for the

passing electrons. On the other hand, the overall particle flux is increased by only ≃ 15%,

but the overall gradients are relaxing much faster, see Fig. 15. This increase of the turbulent

flux in spite of lower gradient is clearly a sign that the turbulent diffusivity is higher in the
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FIG. 21. Turbulent particle transport time-averaged over the turbulent saturated regime, tcs/a >

70 from the same simulation than in Fig. 20. Same subplots than in Fig. 20.

case of the heavy electron mass ratio mi/me = 400, in particular for the passing electron

channel.

We observe that the total passing electron contribution to the turbulent particle flux is

essentially negligible for both mass ratios. Nonetheless, because the suprathermal passing

electrons systematically go outside and the subthermal systematically go inside, the passing

electrons contribute by ≃ 11% and 27% to the total electron turbulence heat flux, with

mi/me = 3672 and 400, respectively. In absolute value the passing electron heat flux is ≃ 3

times bigger with the heavy electrons than with real electrons, and the trapped electron

contribution is only ≃ 10% bigger. The passing electrons thus contribute significantly to
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FIG. 22. Comparison of the turbulent electron particle flux between nonlinear simulations carried

out with heavy electrons mi/me = 400 (thick line in subplot (a)) and the Deuterium/electron mass

ratio mi/me = 3672 (thin line in subplot (ab)). Same color code in subplot (a) than in subplot

(a) of Fig. 20. The radial profile of each toroidal mode number n contribution to the suprathermal

passing electron, i.e. Γ̃pas,e−,E>T (s, n) is plotted in subplot (b) for the D/e- physical mass ratio

and in subplot (c) for the heavy electron mass ratio. In subplot (b) and (c) the contribution from

the toroidal mode number n = 12 is represented with a red thick line.

the overestimate of the turbulence heat flux measured in simulation carried out with heavy

electrons.

In the case of the passing electron channel of turbulent transport, heavy electrons being

≃ 9 times heavier than real ones their thermal speed is ≃ 3 times slower and the radial

width of the fine structures of nonadiabatic passing electron response are ≃ 3 times larger.

As a consequence one can roughly estimate that a given toroidal mode number n will be

“turbulence conducting” over a radial region roughly ≃ 3 times larger when using the heavy

electrons. This local influence of the mass ratio over the radial profile of passing electron
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turbulence transport is illustrated in Fig. 22 subplot (b) and (c), where the radial profile

of turbulent particle flux is plotted for each mode n composing the simulation spectra.

It appears, in particular for the mode number n = 12 highlighted with red thick lines,

that the turbulent flux contribution of each mode number n composing the turbulence

spectra are localized near the lowest order MRSs proper to each mode number. A significant

difference when using the heavy electrons is that the radial width of these “fine” structures of

nonadiabatic passing electron response are larger than the distance between their respective

lowest order MRSs. In comparison, for the real electron mass, the fine structures present

on the simulated modes (n ≤ 44) are always thinner than the distance between consecutive

MRSs (except for biggest values of n in the region of high shear). When summing these

mode number contributions to the passing-electron turbulent flux, the resulting particle

flux is radially smooth (a) despite the fact that the density of modes to which the passing

electrons respond nonadiabatically is varying radially. Finally, one can assume that the

turbulence diffusivity Dturb of the whole plasma is proportional to the density of resonant

mode number n which can carry turbulence. As a consequence this turbulence diffusivity

should be radially more corrugated in case of D/e- mass ratio because in this case the

nonadiabatic structures are thinner and thus radially more sparse. If the flux, Γ, is radially

smooth but the turbulence diffusivity, Dturb, is radially corrugated, then the radial profile of

gradient, d lnN/ds, should compensate these corrugations so that Γ = Dturb(−d lnN/ds) is
smooth. A direct observation of such a property of the gradients can be made when looking

at the density and temperature gradients in Fig. 23 subplots (c) and (d).

In the case of the trapped electron channel of turbulent transport, the main resonance

causing the trapped electron destabilization is located near Ekin ≃ 2.5Te. In their rapid

motion along the field line, the trapped electrons are essentially similar to the passing

electrons thus explaining the fact that the subthermal and suprathermal subgroups follow

the quasi-linear prediction of carrying out an inward flux and an outward flux, respectively.

In their slow bounce-averaged motion these trapped electrons have nonetheless a different

nonadiabatic response to the field perturbation, explaining why they do not have the same

radial spectra as the ones of the passing electrons, i.e. turbulent flux contributions localized

near lowest order MRSs.
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FIG. 23. [Color online] Nonlinear simulation of half-torus with physical D/e− mass ratio (blue)

and heavy electrons (red). Subplots time-averaged of the (a) electron particle diffusivity, (b)

electron heat diffusivity, (c) perturbed particle density gradient (green contribution of the ion

polarization and magenta contribution from the ion gyrodensity for simulation with mi/me =

3672), (d) perturbed electron temperature gradient, (e) E ×B ZF shearing rate. Subplot (f) the

safety factor. Subplot (g) the number of MRSs per radial interval [s, s+∆s] divided by the number

of simulated toroidal mode numbers. A surface is rational for a mode number n if there exist a

poloidal mode number m such that qs = m/n. Only the simulated mode numbers are considered.

In subplot (h), plotted is the contribution from each simulated mode number n decomposition to

the subplot (g), color code: white 0, black for 1, and red for 2 and more. Half torus simulations.

Subplots (i), (j), and (k) are Zoom on the qs = 3/2 surface of the subplots (c), (d), and (e),

respectively. 41



5. Zonal flows organization

In Fig. 23, plotted are the time-averaged radial profiles of the electron particle diffusivity

(a), the electron heat diffusivity (b), the density gradient perturbation (c), the electron

temperature gradient perturbation (d), the E × B ZF shearing rate (e), the safety factor

(f), the MRSs density (g), and the MRSs density per mode number (h). Two simulations

with physical electron mass (blue curves) and heavy electron mass (red curves) are presented.

It is remarkable in subplots (c,d,e) of this figure, that the time-averaged radial profiles of

the electron temperature gradient perturbation, 〈δR/LTe〉t, density gradient perturbation,

〈δR/LN〉t, and E ×B zonal flow (ZF) shearing rate, 〈ωE×B〉t, show the same organization

near lowest order MRSs, qs = 5/4, 3/2, and 2, than already shown in flux-tube geometry5,34:

a steepening-flattening-steepening of the gradients and the E × B shearing rate which is

zero at MRS and maximum just before and after. See the zooms in subplots (i), (j), and

(k). The presence of these fine structures near low order MRSs on the radial profile of ion

polarization density δR/LN,pol and on E ×B ZF shearing rate explains the importance of

using the new arbitrary wavelength solver. For example, the distance between the local

maxima of the gradient of ion polarization density, δR/LN,pol (green curve), located just

before and after the qs = 3/2 surface is of about ≃ 2ρi.

When analyzing the passing electron turbulent particle flux, in the previous section, we

did not use the ZF saturation mechanism argument for explaining the reduction of turbulent

transport. We rather showed that this reduction of passing electron turbulent transport is

related to a rarefaction of the radial region of nonadiabatic passing electron response, i.e., the

regions where the different spectral modes can sustain a turbulent transport. In turns this

sparsity of the fine radial structures of passing electron turbulent transport is associated to

the presence of fine zonal flow structures near low order MRSs, which furthermore quench

the turbulence. In other words, the reduction of passing electron turbulence diffusivity

causes a local steepening of the plasma kinetic profiles on either side of the low order MRSs,

which then reinforces the ZF shearing rate there and thus furthermore reduces the transport.

This can be seen as a nonlinear feedback reducing the turbulence transport. In an opposite

manner, at the low order MRSs, heat diffusivity is enhanced, which causes a flattening of

the profiles, noting that the ZF shearing rate is vanishing there, see Fig. 23(k).

Despite the fact that these fine ZFs structures have a different amplitude when modifying
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the electron mass, their radial width remains essentially the same, see the black arrows in

Fig. 23 subplot (e). Moreover, in the region of low shear, these ZFs radial widths are

typically larger in nonlinear simulations than in linear simulations, as already observed in

Ref. 5. It is rather interesting to point out that these structure widths seem to be related to

the topology of the magnetic field and in particular to the local density of MRSs. It appears

that these ZFs structures fit in a radial gap surrounding the low order MRS where no other

MRS is simulated. The gap associated to the MRS qs = 3/2 is identified with red arrows in

subplot (g). A similar observation can be made for surfaces qs = 5/4, 2, 5/2, in simulations

carried out with either the physical mass ratio or heavy electrons. This gap between MRSs

is also clearly illustrated in subplot (h) for each toroidal mode number n. When such a gap

exists in the magnetic topology, the destabilizing influence of the low order MRS on the

passing electron dynamics seems more significant.

The ZFs structures are known to saturate the turbulence by E × B ZFs shearing. It is

therefore worth pointing out that with the light electrons, the level of transport is signifi-

cantly lower and the ωE×B is significantly higher than with the heavy electrons. Comparing

the simulation results obtained with the two different mass ratios, it appears that these ZFs

and gradient structures located near low order MRSs have a ≃ 3 times bigger amplitude

in simulation carried out with the real electron mass, see Fig. 23 (c,d,e) in particular near

qs = 3/2 and 5/4.

V. CONCLUSION

A new arbitrary wavelength field solver has been implemented in the ORB5 code which

allows the study of quasi-neutral micro-turbulence at arbitrarily short scales in k⊥ρi. The

linearized polarization drift contribution to the quasi-neutrality equation is now accounted

for in its integral form. The new solver implementation has been described in detail and the

particular requirements to converge the electrostatic field solution on axis and near the edge

have been discussed. The behavior of the solution at the boundary has also been discussed

for the integral operator. The option of using the Padé approximation for computing the

ion polarization drift contribution to the quasi-neutrality equation is also available when

running simulations with the fully kinetic electron model.

A benchmark of the gyrokinetic code ORB5 with this new solver has been carried out
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against the global version of the gyrokinetic code GENE, in realistic ideal MHD toroidal

geometry. This benchmark was conducted in the ITG to TEM part of the instability spectra

(0 < kθρs < 1.5). The three different electron models, i.e. adiabatic, hybrid, and kinetic,

have been used to study the short scale physics of the nonadiabatic responses of either the

trapped electrons or the passing electrons. In each case a very good quantitative agreement

has been found between GENE and ORB5 when using the new arbitrary wavelength solver.

A good quantitative agreement has also been found with the Padé version of the solver

which is implemented for the kinetic electron model only. As expected, the long wavelength

version of the solver totally fails at resolving the short scale physics due to the nonadiabatic

response of both trapped electrons and passing electrons. In this benchmark, it was also

shown that the TEM branch is more unstable when using the fully-kinetic electron model

than when using the hybrid model. This increase of the destabilization is due to the fact

that a large fraction of the passing electron population has a nonadiabatic response to the

perturbation. This reduction of the global adiabatic response of the passing electrons has a

destabilizing effect as discussed in flux tube geometry5.

Nonlinear electrostatic simulations for conditions relevant to TCV have been carried out

with the heavy electrons, mi/me = 400, the new solver, and the kinetic model for both the

ions and the electrons. It was shown that using the Padé solver is essentially equivalent

than using the arbitrary wavelength solver for the considered test case, and that to correctly

simulate the physics of passing electrons near mode rational surfaces, one must account

for the whole mode numbers composing the toroidal spectra. The rationale being that the

density of mode rational surfaces is different in a full torus than in a half torus. As a non

realistic consequence, in a half torus simulation, the nonadiabatic passing electron response

is not properly modeled, in particular for comparison with experiments.

Physical deuterium to electron mass ratio (mi/me = 3672) simulations of this TCV rele-

vant test case have been carried out with the fully kinetic model and the arbitrary wavelength

solver. The particular radial organization of the passing electron turbulent flux spectrum

and its strong ties with the radial profile of safety factor are revealed. Each toroidal mode

number n contributes to the passing electron turbulent flux only near its associated lowest

order MRSs, i.e. where the passing electron respond nonadiabatically. The whole turbulent

flux spectrum is organized such as to ensure a radially smooth profile of passing electron

turbulent flux, despite the radial sparsity of each mode contribution to the flux. At lowest
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order MRSs the turbulence diffusivity, Dturb, is maximum because all the modes composing

the spectrum can be nonadiabatic and thus “conduct” turbulence, whereas at highest order

MRSs (for example just before and after the lowest order MRSs) the turbulence diffusivity

is minimum because only a few toroidal mode numbers can be nonadiabatic and thus “con-

duct” turbulence. To ensure a smooth radial profile of turbulent transport, the gradients

which drive this turbulent flux are corrugated so that Γ = −(δR/LN )Dturb is smooth. The

organization is actually a bit more complex because the turbulence diffusivity will be locally

increased or decreased, by the local steepening or flattening of the gradient, respectively.

These strong radial corrugations of the gradients near MRSs are associated to the formation

of internal transport barriers of strong amplitude. These fine zonal flows structures due to

the nonadiabatic passing electron response near MRSs are strongly amplified in nonlinear

simulation carried out with the realistic mass ratio compared to simulations carried out with

heavy electrons. The time- and radial-averaged E × B zonal flow amplitude 〈〈|ωE×B|〉s〉t is
increased by ≃ 25%, the radial averaged amplitude of the long-time-averaged E × B zonal

flow 〈|〈ωE×B〉t|〉s is increased by a factor & 2. A decrease of the level of turbulence is as-

sociated to this increase of ZFs saturating dynamics: the level of electron turbulent heat

flux is decreased by a factor ≃ 2. The time-averaged turbulent particle flux 〈Γ〉t is not

significantly increased (≃ 10%) but its associated turbulent diffusivity is, by ≃ 30 − 40%,

as a consequence of profile relaxation. It is thus necessary to use the physical mass ratio for

correctly simulating the turbulence and its associated transport level.

The influence of the electron diamagnetic drift over the internal electron turbulent trans-

port organization is shown, by means of quasi-linear flux estimate which predictions are

confirmed in nonlinear global ORB5 simulations. At high values of the electron temperature

gradient, for example R/LTe ≃ 11 when studying the magnetic surface qs = 3/2, the electron

velocity phase space is organized in two subgroups: the subthermal and the suprathermal

electrons. The particularity of this organization is that the two subgroups contribute to the

quasi-linear flux in opposite directions, potentially canceling each other. Moreover, when

reducing the electron temperature gradient, the velocity phase space organization transits

toward a single subgroup organization which carry a quasi-linear flux in one direction es-

sentially. This feature is common to the trapped and passing electrons, thus emphasizing

the role of the diamagnetic drift on the flux direction. In nonlinear global simulations car-

ried out with ORB5, the passing electron turbulent flux was found to be essentially zero.
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Nonetheless, the particle flux contributions from the subthermal and suprathermal passing

electrons represent each a significant fraction of the total turbulent transport. This obser-

vation is of prime importance because these fluxes, of opposite directions, will trigger radial

corrugation near low order MRSs in order to ensure a smooth radial profile of particle flux.

If the particle fluxes of both these subgroups was zero, no radial corrugations on the profiles

would have been necessary for ensuring a smooth radial flux, thus potentially canceling the

existence of the ZFs structures and associated internal transport barriers. Finally it was

shown that this particular organization of the passing electron channels does not contribute

to the particle flux, but rather contributes to the turbulence heat flux, up to 30%.
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Appendix A: Matrix assembly in discrete Fourier representation

In ORB5, the field is represented with BSplines6,9

δφ(s, θ⋆, ϕ) =

ns+d
∑

i=1

nθ
∑

j=1

nϕ
∑

l=1

nθ
∑

m=1

nϕ
∑

n=1

δφ̂(i,m,n)e
ı(mθ⋆j +nϕl)

× Λi(s)Λj(θ
⋆)Λl(ϕ), (A1)

and the QNE (11) is transformed into a system of toroidally decoupled equations6,9

∑

n

∑

i′,m′

L(i,m,n)(i′,m′,n)δφ̂(i′,m′,n) = Ŝ(i,m,n), (A2)

where δφ̂(i′,m′,n) (resp. Ŝ(i,m,n)) is the poloidal and toroidal discrete Fourier transform (DFT)

of its finite element coefficients δφ(i′,j′,l′) (resp. S(i,j,l)), with θ
⋆
j = 2πj/nθ and ϕl = 2πl/nϕ.

The system of equations (A2) is toroidally decoupled (n = n′) because the integrands of

the integral equations (15), (16), (17), and (19) are composed of equilibrium quantities
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independent of ϕ. The general form of the DFT of these toroidal integrals is

Ânn′ = n−1
ϕ

∑

l,l′

e−ınϕl

∮

dϕΛl(ϕ)Λl′(ϕ+∆ϕ)eın
′ϕl′

= δnn′C(n)(∆ϕ), (A3)

where C(n) =
∫ 2π/nϕ

0
dϕΛ̂n(ϕ)Λ̂

∗
n(ϕ+∆φ) is such that one has the relation C(n)(∆ϕ = 0) =

M (n) with M (n) =
∫ 2π/nϕ

0
dϕΛ̂n(ϕ)Λ̂

∗
n(ϕ) the toroidal mass matrix6, and Λ̂n(ϕ + ϕL) =

∑

l exp(−ınϕl)Λl(ϕ + ϕL) = exp (−ınϕL)Λ̂n(ϕ). The fact that the toroidal matrices are

decoupled (n = n′) is proven by the presence of the Kronecker symbol, δnn′, in Eq. (A3).

The main rationale for using a DFT representation in the poloidal direction is to assemble

these matrices by keeping only a subset of field-aligned poloidal modes10, thus reducing

the size of the matrices. For example, for a given toroidal mode number n, the turbulent

field can be accurately represented by a sub set of “field-aligned” poloidal mode numbers

m ∈ [nq(s)−∆m,nq(s) + ∆m] where ∆m & 5 typically and q(s) is the safety factor.

The adiabatic response matrix, Eq. (15), is decomposed in two sub matrices, such that

Lad
kk′ = LnoFS

kk′ + LFS
kk′ where k = (i,m, n) is the triplet index. The matrices are

LnoFS
kk′ =M (n)

∑

σ∈{ad}

q2σ

ns
∑

I=1

∑

Q

wQΛi(sI + sQ)Λi′(sI + sQ)

×
∑

q

wqΛ̂m(θ
⋆
q)Λ̂

∗
m′(θ⋆q)Ĉσ,m−m′(sI + sQ, θ

⋆
q), (A4)

and

LFS
kk′ = −M (n)

∑

σ∈{ad}

q2σ

ns
∑

I=1

∑

Q

wQ
Λi(sI + sQ)Λi′(sI + sQ)

2π〈J 〉θ⋆(sI + sQ)

×
∑

q

wqΛ̂m(θ
⋆
q)Ĉσ,m(sI + sQ, θ

⋆
q )

×
∑

q′

wq′Λ̂
∗
m′(θ⋆q )Ĵ ∗

m′(sI + sQ, θ
⋆
q′), (A5)

where θ⋆J = 2πJ/nθ, θ
⋆
q = 2πq/(nθ nq), I indexes the grid intervals associated to the reg-

ular knot sequence sI = (I − 1)/ns, sQ are quadrature points over the interval [0, 1/ns],

wQ the associated quadrature weights, Ĉσ,m(s, θ
⋆) =

∑nθ

J=1Cσ(s, θ
⋆ + θ⋆J ) exp (−ımθ⋆J ) with

Cσ(s, θ
⋆) = J (s, θ⋆)Nσ0(s, θ

⋆)/Tσ0(s, θ
⋆), Ĵm(s, θ⋆) =

∑nθ

J=1J (s, θ⋆ + θ⋆J) exp (−imθ⋆J ), and
2π〈J 〉θ⋆(s) = 2π

∮

dθ⋆J (s, θ⋆). For this matrix ∆ϕ = 0 so that C(n)(∆ϕ = 0) = M (n)

without approximation.
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The long-wavelength polarization matrix, Eq. (17), as well as the Padé correction matrix,

Eq. (19), are assembled with

Lkk′ =M (n)
∑

σ∈{kin}

∑

{αβ}

ns
∑

I=1

∑

Q,q

wQwq

× ∂α[Λi(sI + sQ)Λ̂m(θ
⋆
q )]

× ∂β [Λi′(sI + sQ)Λ̂
∗
m′(θ⋆q )] Ĝ

αβ
σ,m−m′(sI + sQ, θ

⋆
q ), (A6)

where Ĝαβ
σ,m(s, θ

⋆) =
∑nθ

J=1G
αβ
σ (s, θ⋆J + θ⋆)e−ımθ

⋆
J with Gαβ

σ = mσg
αβJNσ0/B

2
0 for the long-

wavelength polarization matrix and Gαβ
σ = (mσ/q

2
σ)g

αβJ Tσ0/B2
0 for the Padé correction

matrix. In Eq. (A6), one used the approximation ∇⊥ ≃ ∇pol = ∇s∂s + ∇θ⋆∂θ⋆ , the sum

over {αβ} is done for αβ ∈ {ss, sθ, θs, θθ} with gαβ = ∇α ·∇β. The approximation ∆ϕ ≃ 0

and C(n) ≃M (n) are made.

The arbitrary-wavelength polarization drift matrix, Eq. (16), is assembled by assuming

a local Maxwellian for the background distribution function

fσ0(x) =
Nσ,eq(x)

[2πTσ0(x)/mσ]3/2
exp

[

−
mσv

2
‖/2 + µB0(x)

Tσ0(x)

]

. (A7)

The polarization-drift matrix then reads

L̂pol
kk′ =

∑

σ∈kin

q2σ
∑

I,Q,J,q

wQwqJ (sI + sQ, θ
⋆
J + θ⋆q )

Nσ,eq(sI + sQ, θ
⋆
J + θ⋆q)

Tσ0(sI + sQ, θ⋆J + θ⋆q)

×
nw−1
∑

w=0

∆ṽ⊥ ṽ⊥,w exp
(

−ṽ2⊥,w/2
)

×
[ 1

na

na
∑

a=1

M (n)Λi(sa)Λ̂m(θ
⋆
a)Λi′(sa)Λ̂

∗
m′(θ⋆a)

− 1

n2
a

na
∑

a=1

Λi(sa)Λ̂
∗
m(θ

⋆
a)

na
∑

a′=1

C(n)(ϕa − ϕa′)Λi′(sa′)Λ̂
∗
m′(θ⋆a′)

]

, (A8)

with a and a′ the gyroaveraging quadrature points, na the number of these quadrature points

which varies proportionally to ṽ⊥,w, ṽ⊥,w = w∆ṽ⊥, nw = ṽ⊥,max/∆ṽ⊥ an input parameter

of the simulation, and ṽ⊥ = v⊥/vth(sI + sQ, θ
⋆
J + θ⋆q ). The quadrature over the perpen-

dicular velocity is thus carried-out over a velocity grid which is systematically adapted

to the local thermal velocity. To lighten the notation, the gyropoints coordinates have

been noted (sa, θ
⋆
a, ϕa) when in fact they are function of other guiding-centre coordinates:

sa = s(sI+sQ, θ
⋆
J+θ

⋆
q , ṽ⊥,w, αa), θ

⋆
a = θ⋆(sI+sQ, θ

⋆
J+θ

⋆
q , ṽ⊥,w, αa), and in case of the toroidal
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angle only the difference ϕa − ϕa′ = ∆ϕ(sI + sQ, θ
⋆
J + θ⋆q , ṽ⊥,w, αa, αa′) is necessary for com-

puting the integral. This difference is actually zero in our case, because we assemble the

matrix in the approximation ρ · ∇ϕ = 0. The term C(n)(ϕa − ϕa′) is thus approximated by

C(n)(ϕa − ϕa′) ≃ C(n)(0) = M (n). Finally, the computation of the gyropoints coordinates,

in this approximation ρ · ∇ϕ = 0, is described in Eq. (22).
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