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Abstract

A series of neon seeded JET ELMy H-mode pulsesnsidered from the modeling as well
as from the experimental point of view. For twofeliént Ne seeding rates and two different
D puffing gas levels the heating powBfeat, is in the range 22-29.5 MW. The main focus is
on the numerical reconstruction of the total rastigbower (which mostly depends on the W
concentration) and its distribution between core aivertor and ofZeff (which mostly
depends on the Ne concentration). To model seléistently the core and the SOL two input
parameters had to be adjusted case by case: thali#Gdivity, Dso,, and the core impurity
inward pinchVgineh- Dsor had to be increased with increasing and the level ofpincy had to

be changed, for any givdrye, according to the level d?ney: it decreases with increasing
Preat. Since the ELM frequencyg v, is experimentally correlated witBhey, (it increases
with Ppey) the impurity inward pinch can be seen as to démarfg v. Therefore, to maintain
a lowVpinen level (i.e. highfeom) I'ne/Prear Should not exceed a certain threshold, which 8ligh
increases with th€p rate. This might lead to a limitation in the vildtlyi of reducing the

target heat load by Ne seeding at moddratevhile keepingZeff at acceptably low level.

- see the Appendix of F. Romanelli et al., Proceedings of the 25th IAEA Fusion Energy Conference 2014, Saint Petersburg, Russa.
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1.Introduction

For a fully metallic device like JET with the ITERke-Wall (W divertor, Be wall) impurity
seeding is an essential technique to reduce themplmad to the targets, via enhanced edge
radiation. Indeed, the naturally occurring radiatlosses are low (~ 25-30 % of the heating
power), as compared to those with carbon targes((26). Significant progress has been
made at JET in reducing the heat and particle toatthe divertor plates by injecting light
impurities as N, Ne and Ar, expecially in the ITERevant vertical-target configuration (low
and high delta), at¥ 2.5 MA and B=2.7 T[1,2].

In contrast to Ne injection with carbon PFC, Nedseg in ILW causes significant changes in
the radiation pattern also in the core plasma. @Gdlge Ne injection not only leads to
enahanced radiation in the SOL and around the Xtpas for carbon sorroundings, but also
to increased tungsten release, with related enldacare radiation and possible reduced ELM
frequency. This can cause excessive impurity egik time and may lead to impurity
accumulation3]. This paper, based on experimental JET data asasedin core-SOL self-
consistent modelling, is focusing on the relati@tween the level of Ne seeding rate and the
change in the impurity transport.

Among a number of experiments carried out receatlseries of Ne seeded low-delta ELMy
H-mode pulses with heating powét,e;, up to 29.5 MW and with two different levels of
seeding rate as well of gas fueling is consid@rgtie present study.

We have focused our interest on the global radigbimperties of these pulses as well as on
impurity transport and o#eff, neglecting other aspects of these discharge$prasxample,
the confinement properties (see .fef2,4]). In particular, an anomalously higlZeff is
observed to occour when, for a given levePg{;, Ne seeding exceeds a certain threshold. In
this case, indeed, the incremerdeif caused by Ne seeding is higher than that expéacisd

the related incremental radiated power. It is abeerved that the ELM activity decreases
significantly, while the plasma enegy remains umcjeal.

In these pulses the volume average density: <is in the range 6-7 x 19m®, Py from 22

to 29.5 MW (NBI+ICRH), the two steps in Ne seediage are 5 and 12 x 10e/s and the
two steps in B gas fuelling rate are 1.9 and 3.7 ¥4€ The radiated power fractiofrdd=
Prad O/ Pheat) changes from 0.47 to 0.61 and the ratio of radigiower in the SOL to the
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total one Prag " / Prag'™") is between 0.35 and 0.43. The main aim of thiskvemnsists in
reproducing numerically, for each pulse, the etattremperature, ¢r), and density ¢fr)
profiles, in the core plasmBiag'©' , Prad—-/Prad " andZeff by changing a limited number of
inputs : <>, Prear andlMne (See next section). It is worth mentioning thait éach “shot-
point” the simulation outputs shown in Sect. 3 @pgained from a single run, i.e. all the
guantities are calculated simultaneously. Indeedyarical simulation of these discharges is
being made in view of finding the best conditioeading to high;q together with acceptable
Zeff for a situation as close as possible to a reat@xental pulse,

For the simulations we have used COREDIV cile which self-consistently couples the
plasma core (1-D) with the plasma edge (2-D) aedin plasma with impurities. Although
the simulations refer to the inter-ELM phase of the&charges, since production as well as
flushing out of W due to ELMs is not accounted forthe present model, the numerical
results might be compared with experimental da&aged over several ELM periods7].
Section 2 deals with the description of the nuna¢rimodel COREDIV. In Sect. 3 the
numerical results are compared with experimental.daiscussion and summary are made in
Sect.4.

2The COREDIYV code

Since the energy balance depends strongly on tingling between the bulk and the scrape-
off layer (SOL) plasma, modeling requires the tpams problem to be addressed in both
regions simultaneously. The physics model usedhenG@OREDIV code is based on a self-
consistent coupling of the radial transport in tlhee to the 2D multifluid description of the
SOL.

In the core, given as code input the volume average electasity <>, the 1D radial
transport equations for bulk ions, for each ionaatstate of impurity ions and for the
electron and ion temperature are solved. The elecnd ion energy fluxes are defined by
the local transport model proposed in ré] which reproduces a prescribed energy
confinement law. In particular, the anomalous rematductivity is given by the expression
X ei = Cej * &lte* F(r) wherer is the radial coordinate is the plasma radiuse is the
energy confinement time defined by the ELMy H-madaling law and the coefficient {&

C)) is adjusted to have agreement between calcukatddexperimental confinement times.



The parabolic-like profile functiof(r) , which may slightly change from run to run in erd
to match with the actual profiles of the experina¢pulse to be modelled, can be modified at
the plasma edge to provide for a transport baofechosen level. The main plasma ion
density is given by the solution of the radial dgiion equation with diffusion coefficients
Di= De = 0.2v ¢, as in refi8]. Note, however, that the solution of the diffuseouation is
largely independent of the exact valueDafy.. Indeed, a change D¢/ x. causes a consistent
change in the source term, since the average @tedensity is a COREDIV input. For the
auxiliary heating, parabolic-like deposition prefis assume&a.(r) = Py (1-r?/a%)’ wherey
is in the range 1.5-3, depending on the qualitthefauxiliary heating, NBI or/and ICRF. For
all the pulses considered in this styey?2, since the fraction of ICRH power level to tbéat
power is nearly constant,dBw/Pnsi = 0.2. The impurity diffusion coefficient is seai be
eqgual to that of the main ions and an anomalousliityppinch is given as input, in the range
0 to -1 m/s for the pulses here considered (see3ec
In the SOL the 2D boundary layer code EPIT is used, whichpisnarily based on
Braginskii-like equations for the background plasmnd on rate equations for each ionization
state of each impurity species. An analytical dpion of the neutrals is used, based on a
simple diffusive model. COREDIV takes into accouhe plasma (D, Be and seeded
impurities) recycling in the divertor as well asthputtering processes at the target plates
including W sputtering by deuterons, self-sputtgramd sputtering due to seeded impurities.
(For deuterium and neon sputtering and tungstefaspattering the yields given in refs.
[9,10] are used). The recycling coefficient is an exteparameter which in COREDIV
depends on the level of the electron density atstgaratrix, g sep given as an input, and
increases with increasing Bep

A simple slab geometry (poloidal and radial dil@ns) with classical parallel transport and
anomalous radial transpdiPso. = ¥ = 0.5 xe , Where ye ranges typically 0.5-1.87/s), is
used and the impurity fluxes and radiation losse#ipurity ions are calculated fully self-
consistently. Although the values of the transposfficients in the SOL are generally quite
comparable to those at the separatrix, in the ptesienulations the value ddgo IS set
arbitrarily (in the range 0.4-0.7s) in order to match with the core-SOL distribatiof the
radiated power, depending on the different levélsl® seeding rate (see next section). All

the equations are solved only from the midplanéhédivertor plate, assuming inner-outer



symmetry of the problem. This implies that the ekpental in—out asymmetries, observed
especially at high density-high radiation levelg arot reproduced in COREDIV results.
However, for all the different situations examingal far (with carbon plates and with the
ILW, and with different seeding level§,11]) the COREDIV numerical reconstructed total
radiation in the SOL matches well with the totapestimentally measured SOL radiation,
indicating that for JET conditions the edge-coreREDIV model can describe the global
trend of this important quantity.

The coupling between the core and the SOL is mgdenposing continuity of energy and
particle fluxes as well as of particle densitiesd @aemperatures at the separatrix. The
computed fluxes from the core are used as boundangiition for the SOL plasma. In turn,
the values of temperatures and of densities cdenilan the SOL are used as boundary
conditions for the core module

3. Experiments and simulations

Fig.1 shows some time-dependent traces of the four pulader exam. In JPN 87190 (top
left) Pheat (NBI +RF) is 22MW,Mye = 0.5 1G%/s and for t < 14.5 s with, =4.0 x 16 e/s
ELM activity is stationary withg y=40 Hz,Zeff=1.9 andfrap =0.47. Starting from t=14.5s
the gas fueling decresesltg =1.9x 13 e/s and the ELM behavior is non-stable, altergatin
periods of ELM activity withfg = 40 Hz with ELMy-free periods. Correlated also lwé
slight decrease in gh, Zeff goes up to 2.4 anigap=0.52. In JPN 87191 (top right) the two
gas fuelling steps are interchanged in time, beir thalues are quite similar to those in the
previous pulse, while remaifigie = 0.5 16%/s. WithPpe = 26 MW, ELM activity is stable
at bothlp, fgrm = 60-70 Hz, withZeff around 2 andrap =0.54 and 0.47 respectively. In JIPN
87192 (bottom left)['ne=1.2 1G%/s while all the other inputs are keept as inprevious
pulse. ELM activity is non-stable wiflg y= 5-9 Hz,Zeff in the range 3.4-3.0 arighp around
0.55. Adding 1 MW of ICRH, as in JPN 87194 (botteight) up to t=14.5s, does not
improve the situation with respect Zaff andfg u. At t=14.5s, 2 more megawatts NBI are
added resulting ifPhe: = 29.5 MW. Even though no significant improvemenbbserved
with respect taZeff, a tendency towards a more regular ELM behavighimbe seen, with

feum which becomes 15Hz. A summary of the experimeatdigh for the 7 time slices (“shot-



points”) belonging to the 4 pulses examined is igiretable I. In the following, comparison
is made between the experimental data of tablel IGDREDIV numerical results.

Before comparing and discussing the global qu&dilof the core and the SOL, the
experimental (from High Resolution Thomson Scattgdiagnostic) and simulated &nd n
profiles in the core plasma of one of the four palbere considered (JPN 87194 t= 14.9 s)
are shown irFig. 2, as an example. Although some discrepancies xeet-simulation can
be seen, these discrepancies are marginally inflieerthe numerical reconstruction of the
global quantities of the core plasma, due to thtnéiss of thedprofile.

Fig.3ashows the tomographic reconstruction from boloimetata for one typical Ne seeded
JET pulse. It is apparent that a clear limit betwtw® radiation emitted in the core and that in
the SOL is difficult to define within the uncertéigs in space and absolute numbers of the
measurement (order of 20%), especially in the utigiof the x-point. Therefore, we have
followed a procedure, used at JEI], by which all the power radiated below Z= -1 m is
considered as divertor radiation. Since neon radigartly in the SOL and partly at the very
edge of the plasma core around the X-point, thssimption turns out to include the total
radiation emitted by Ne in what we call “experimandivertor radiation”. Being the core
module of COREDIV one-dimensional (see above), dimeulated Ne radiation inside the
separatrix is poloidally uniformly distributed aitdis located, as in the experiment, at the
very edge of the core (s€&y. 3h. To compare consistently simulations with measanets
we have therefore added the COREDIV neon radiaioitted at the very edge of the core to
the COREDIV SOL radiation, resulting in the “simigld divertor radiation”. Ir-ig. 4 the
seven “shot-points” have been ordered accordingntg and the four points referring to
Pheat=26 MW have been slithly displaced . to avoid superposition. The points
referring tolye=1.2 1G%/s have been drawn with larger symbéls).4a,bshow that both
Prag O and Prag>" / Prag'©' have been numerically reconstructed with sufficiaocuracy
while the reconstructedzeff (Fig.4c) is systematically a little under-estimated in the
simulations. This is possibly due to the absencenugdurities like C, O and Ni in the
presently performed COREDIV runsig.4d shows that the experimenfalp (as well as the
simulated one) does not increase significantlyrmydasing ne , Which, however, leads to a
clear increase iZeff. This point is made more clear by noting tha tuantityPr.g ©' /
(Zeff-1) x n? [13] drops nearly by a factor of 2 at hifke (Fig.4e) Figs. 4fand4g show that



the reconstructed average W and Ne concentratetchhmwell with the experimental ones,
considering the error bar (order 20%) of the measents. The electron temperature at the
outer stike point, measured by LP (with significaror bar), is in the range 6-9 eV (9 eV for
the pulse at 26 MW witli e = 0.5x16? e/s), while the simulated one is in the range-6.
eV. Considering that the experimental &t the inner strike point is about 2-3 eV lowemha
at outer one, the discrepancy experiment-simulagoconsistent with the COREDIV SOL
model, in which in-out symmetry is assumed (onlye darget plate, see Sect. Zjg.4h
shows that high \e level is an effective tool to reduce the powethe plate also at high
Preat. The simulated recycling D fluxe$,,, are about a factor of 2 higher than the LP
experimental ones. This depends on the value o€DREDIV input electron density at the
separatrix, Bsep INdeed, the recyclindeuterium flux is not a free parameter in the model
(see Sect.2), but it is linked to the input valden®sep Which, in all these simulations has
been set asgnier0.45 <r>. [6]

Together withPreyt , <ne> and e two other input parameters have been changed-“sho
point” to “shot-point” in order to match simulati®nwith experiments: &, and the
anomalous impurity pinchinch. Differently from modelling of unseeded pulseshmMso.
=0.25 nfls, it has been setdg, =0.45 ni/s for the points aff ne=0.5x10%/s and RBo. up to
0.70 nf/s for the points afne=1.2x 1G%/s. This dependence of& on the level of e is
made to match the simulated with the experimeRtai™". To match both the simulated
Prad™® (i.e. Prag' O - Prag"") andZeff with the experimental datsins had to be changed in
the range ~ - 0.3 - 0.8 m/s. It turns out WAty is correlated witlg v, as seem Fig. 5a It
has to be pointed out, however, that there is mpeemental evidence of change in impurity
density peaking with decreasifigy and that the d'profile is centrally peaked for all these
(partly) RF centrally heated plasmas, while th@mofile is flat. Considering, moreover, that
Vpinch IS @ numerical tool introduced to change the intputwell time, a different approach
has been sought to account for the incre@sffcat lowfg u. In fact, a new set of simulations
has been performed in which the impurity inwardchims keept constantguc = - 0.3 m/s)
for all the seven shot points and machting betwegreriments and simulations is searched
by adjusting the impurity diffusion coefficient ithe core plasmaDimp.core. In all the
simulations previously reported the impurity diffuy in the core plasma is set to be equal

to that of the main ioNDimp-core = Dmain ions While in the new set of simulatiori3;y,.



core/ Dmain-ionshas been scanned to find the best match expesrsantilations. The numerical
results previously reporteds in Fig. 4 have been fairly well reproduced applying valoés
Dimp-core/Dmain ions Which decrase with decreasirigly, Fig, Sh Recalling that in the
COREDIV modelDpyinions= De = 0.2)e the decrease iDimp-core/Dmain ions iIMmplies an increase
iN Timp/Te, Wheretinp is the impurity dwell time.

Since the key parameters of this study e Pre @andMp, the seven data points above
considered plus two from JPN 87194 at t< 14 s &nektpoints belonging to a quite similar
series WithPhex= 24 MW andlp = 4.1 x 16 el/s (JPN 87090-927]) have been labelled
according to their value dine/Preat and plotted as function défp, Fig 6. Although it is not
possible to draw any quantitative dependence frioesd data, the plot shows the positive
effect of the gas puffing rate on enhancing thesll@f I'no/Prear for which fg  remains in

excess of 40 Hz.

4. Discussion and summary.

Using the actual steady-state version of COREDIg ot possible to simulate the effect on
W release caused by single ELMs. However, fop@ibove 3-4 eV the W sputtering yield by
Ne together with that by Be and by W self-sputignmovide a simulated W flux, which is
comparable to that experimentally observed for ith@st common JET ELMy H-mode
situations, once the data are averaged over tmeslfg v [6]. Indeed, in JET ELMy-H
mode the experimentdly is found to be in the range 3-9X18 [14,15], as in COREDIV
simulations. In particular, for this series of =8 the intensity of the WI emission line at 401
nm, measured at the outer divertor, shows a sligtrtease (up to about 30 %) with
increasing Nne, in line with the calculated COREDIV total W fluxewhich increase from
about 7 t0 9.5 x 1ds.

The necessity of introducing in the simulationsamomalous inward pinch (or aad hoc”
decrease in the impurity diffusion coefficient)rt@tch experiment-simulation for the pulses
at low fg w is correlated with the impurity flushing out menfsans by ELMs[16], and,
specifically, with the experimentally observed dégase in W density in the core plasma for
feum @above 40 HZ15]. In fact, ELMs are simultaneously the main caus&/ofelease and of

impuritiy outflow [17].



Taking 40 Hz as the minimafg v for impurity ( Ne and W) accumulation avoidancel an
considering that for these JET pulgess 0.15-0.2 s, the resultirg X fg v is 6-8, which is
not far from the value of 10, found in previousdstis as the minimalg X fg v to avoid W
accumulatiori17,18].

In spite of the inner-outer symmetry assumption ahdhe analytical description of the
neutrals which both might hamper the validity oé tSOL model especially for situations
close to detachment, the global properties of ti@l,Sas the radiated power and by
consequence the average electron temperature atatee are sufficiently well numerically
reproduced, due also to the adjustement of thecfgdiffusion coefficient in the SOL, 3.
The change in By, is a technical tool to fitting the numeridglqs™"- with the experimental
one and although it reflects the increase in doltislity with decreasing the divertor
temperature it includes also the action of othechmaaisms as change in frictional forces and
in flux expansior|1].

Experiments and COREDIV modelling indicate that $&=ding is an efficient method to
maintain the power load to the target plates aepteble level also at highney (order 30
MW) in JET-ILW pulses. However, the level bfe should be modulated according to the
level of 'p and ofPhey t0 MaintainZeff at acceptable values. Indeed, when for giverand
Preat the neon seeding rate exceeds a certain treSDOIREDIV simulations indicate that an
inward impurity pinch (order -1 m/s) is triggerear,(alternatively, a decrease in the core
impurity diffusivity), esperimentally related to ehreduction of ELM activity and to a
significantZeff increase. There is no clear reason for this chamgapurity transport since
also for the pulses at the highdSie (Prear =26 and 29.5 MW) the power crossing the
separatrixPso. In Fig. 4h)is well above the H-L back transition, about 8 M{Mote that in
Fig. 4h Pso_ is calculated summing up all the losses inside siygaratrix, including Ne
radiation in the confined plasma). To this poinisitvorth recalling that the “shot points” at
lowestfg v are experimentally correlated to the highlegs / P.ux as well as to the highest
confinement enhancement factoggH

In conclusion, even though the simplifying assuommi made in COREDIV in order to
model self-consistently the complex interactionecedge plasma certainly attenuate the
validity of some quantitative numerical resultse gimulation of the pulses here considered

indicates a clear trend and suggests a possibieitirthe level of/ e/ Paux (hence infrap) at



moderate gas puffing rate, if the decrease in EcM/itly and the related increase in impurity
dwell time is to be avoided. This, of course, refenly to the case of uncontrolled (natural)

ELM frequency.

Acknowledgements

This work has been carried out within the framewafrkhe EUROfusion Consortium and has
received funding from the Euratom research anaitrgiprogramme 2014-2018 under grant
agreement No 633053. The views and opinions expdelsrein do not necessarily reflect
those of the European Commission.

This scientific work was financed within the Polilamework of the scientific financial

resources allocated for realization of the intaomatl co-financed project.

10



References

[1] M. Wischmeier, J. Nucl. Mated63 (2015) 22and 25th IAEA Conference 2014, P. EX/7-
2, St. Petersburg, Russia.

[2] C. Giroud et al., Nucl. FusioB3 (2013) 113025and 25th IAEA Conference 2014.
EX/P5-25, St. Petersburg, Russia.

[3] T. Puetterich et al., Plasma Phys. Control.i¢Gius5 (2013)124036]

[4] A. Huber et al., J. Nucl. Mate463 (2015) 445

[5] R. Zagorski, et al., Nucl. Fusi&3 (2013) 073030

[6] G.Telesca et al., Contrib. Plasma Phy$4, issue 4-6 (2014) 347-352/DOI
10.1002/ctpp.201410052

[7] G. Telescat al. J. Nucl. Mater463 (2015) 577-581d0i:10.1016/j.jnucmat.2014.11.024
[8] J. Mandrekas and W.M. Stacey, Nucl. Fusssr(1995) 843

[9] Y.Yamamura et al., Report of the IPP Nagoyd JFAM-26 (1083)

[10] C. Garcia-Rosales et al., J. Nucl. Ma48 (1994) 8-17

[11] G. Telesca et al., Plasma Phys. Control. FuS&(2011) 115002

[12] A. Huber et al., 41st EPS Conference on PéaBimysics (2014), P1.031

[13] G. Telesca et al., Nucl. Fusidf (2000) 1845

[14] S. Brezinsek et al., 57th APS Plasma PhySeaesannah (2015), Vol.60, N. 19, T06.0007
[15] N. den Harder et al., Nucl. Fusiéf (2016) 026014

[16] R. Dux et al., J. Nucl. MateB90-391(2009) 85

[17] A. Loarte et al., Nucl. Fusiosd (2014) 033007

[18] R. Dux et al., Nucl. Fusiosl (2011) 053002

11



Figure captions

Fig.1. Experimental time traces of the four pulsgamined. The seven time slices of the
simulated “shot points” are shown.

Fig.2. Experimental (HRTS) and reconstructedid n profiles for JPN 87194 t=14.9 s.
Fig.3. a)Tomographic reconstruction of the radigtewer density for a typical neon seeded
JET pulse at highPhea;, JPN 87194 t= 15s. b) COREDIV simulated radiated/gr density
profile by neon inside the separatrix.

Fig. 4. Comparison experiment-simulation for theese“shot points” here considered.

Fig.5. a) Numerical pinch velocity vs. experimeralM frequency. b) Numerical iRy/Dmain
in the core plasma vs. experimental ELM frequency

Fig.6. Experimental ne/Preat VS o With different symbols fofg y > 40 Hz andg v <20Hz.
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Pheat s rz’\ie Ne(0) Te(0) | Hos | frap | Pgpp Z_. | Ponv/Pror | fewu
MW | ka0 1s) | BP0 ST g0 | kev [MW] | brem. [Hz]
22 3.6 5 8.3 35 [ 068|047 | 104 1.9 0.42 40
1.9 5 7.6 44 | 0.76 | 0.52 | 115 2.4 0.43 40/2
26.5 3.6 5 8.4 41 | 0.73 | 0.54 | 143 2.1 0.4 65
1.9 5 8.0 44 | 0.68 | 047 | 123 2.0 0.35 60
26.5 3.6 12 8.0 53 [ 0.79 | 0.57 | 15.2 3.0 0.39 9
1.9 12 7.5 55 [ 0.79 | 0.54 | 143 3.3 0.4 5
29.5 3.6 12 8.5 53 | 08 | 0.6 | 18.1 2.9 0.4 15

Table I. Summary of the experimental data
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