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ABSTRACT

The problem of determining the neutron emissivity from neutron brightness measurements in
magnetic fusion plasmas is addressed. In the case of two-dimensional measurements with two
orthogonal cameras, a complete, tomographic analysis of the data can in principle be performed.
The results depend critically on the accuracy of the measurements and alternative solutions can
be. sought under the assumption of a known emissivity topology (Generalized Abel Inversion). In
this work, neutron brightness data from the JET tokamak have been studied with both methods.
We find that with the present experimental uncertainty (levels 10-20%) the Abel inversion
method works best, while two-dimensional information cannot in general be deduced. This is
confirmed by studies of the error propagation in the inversion using artificial data, which are
also presented here.

An important application of emissivity profile information is the determination of the plasma
deuterium temperature profile, T(R). Results are presented here from the analysis of JET data
and the errors in TpH(R) are discussed in some detail. It is found that, for typical JET plasma
conditions, the dominant source of uncertainty arises from the high plasma impurity level and
the fact that it is poorly known; these problems can be expected to be remedied and neutron
brightness measurements would be ex pected to be very effective (especially in high density

plasmas) as a Tp(R) diagnostics.



1. Introduction

As magnetically confined plasmas achieve conditions approaching
ignition, higher fusion rates are obtained and new neutron diagnostic
measurements become possible. The JET machine is an example of such
plasma physics experiments allowing for new neutron diagnostics to be
tested. These measurements are at present in many respects a complement
to other diagnostic data. However, future experiments using D-T plasmas
are expected to depend critically on neutroh based information, and better
neutron measurements are also being proposed which take full advantage
of the expected high fusion rates [1]. It is therefore of interest to discuss in
some detail what kind of information one can deduce from fusion neutron
measurements. This can be done by studying the data from present exper-
iments. An example of such new data come from measurements of the
line-integrated neutron emissivity of the plasma, i.e., the neutron bright-
ness. The purpose of this paper is to study the methods that can be used in
the analysis of neutron brightness data, i.e., the inversion of the data to de-
términe the plasma neutron emissivity. Furthermore, the emissivity profile
‘can, under certain conditions, be used to deduce other types of information
on the plasma, for instance, the ion temperature profile. This is also part of
this paper.

Neutron brightness measurements have recently been performed for the
first time in the JET machine [2]. They were obtained with two multichan-
nel collimator arrays (neutron cameras) viewing the plasma in the poloidal
plane through a vertical and horizontal port of the machine. These
collimators define a number of lines of sight through the plasma (Fig.1)
along which the neutron brightness is measured. Since two cameras are

used, it is in principle possible to determine the two-dimensional radial
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distribution of the emissivity: this procedure is known as neutron tomogra-
phy.

The problem of deducing a local quantity from line-integrated data is
common to diagnostic techniques used in other fields of science. It entails

the inversion of the integral equation

f(p,9) = Jg(r,e) dL 1)
L(r.9)

where g(r,8) is a local quantity (i.e., the neutron emissivity in our case) to be
determined from f{p,9), its line-integral (brightness) along the viewing line,
L(p,9); (p,p) and (r,8) are polar coordinates (see Fig.2). The inversions of
line-integrated measurements such as expressed by Eq.1 are common to
tomography (as originally used in medical diagnostics) and to diagnostics
of tokamak fusion plasmas such as JET [3-7].

Several methods can be attempted for the analysis of line-integrated
data. The methods used in each case depend on completeness and quality of
the déta which in turn determine how much external information and
which constraints must be used in the analysis. For instance, the interfer-
ometric measurement of the line-integrated electron density [4] is made
with a single camera. In this case, the analysis 6f the data must use addi-
tional information on the density contours of the plasma which are usually
assumed to be the magnetic flux contours for the identified plasma equilib-
rium; this method of analysis is a generalization of the Abel inversion.
Other diagnostics make use of two cameras, like the soft X-ray measure-
ments in JET [3]. In this case, the quality of the experimental data is very

high and this has made it possible to perform a complete, two-dimensional
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(tomographic) imaging of the plasma cross section. The tomographic ap-
proach, too, involves some assumptions, mainly because the two-dimen-
sional profile is not uniquely determined by the finite data set. However in
this case it is sufficient to assume that no profile features are finer than the
radial and poloidalbresolution of the detection system. The neutron bright-
ness measurements in JET are somewhat intermediate to these two cases :
these measurements are made with two cameras, but the number of lines
of sight is small and the experimental uncertainties are non-negligible.
Therefore, it is not a priori clear whether they can be made the object of a
two-dimensional tomographic analysis. Instead, it may be preferable to
make use of the fact that the emissivity contours are the same as the mag-
netic flux contours, and make combined use of the data from the two cam-
eras to obtain a more accurate determination of the radial emissivity pro-
file.

In order to study the problem of how to make best use of data from neu-
tron brightness measurements in tokamaks, we have performed a detailed
comparison of the two methods of analysis, which represent extreme cases
with regard to the number of assumptions involved. The first method is
Cormack tomography (Sect.3). In plasma diagnostics, this tomography al-
gorithm is well known for its application to soft X-ray data in JET [3]. The
second method is a generalized Abel inversion (Sect.4), which has already
been used at JET for the analysis of electron density and of bolometric mea-
surements [4,5]. Both methods have here been applied to neutron bright-
ness data for the JET plasma, with examples representing different shapes
of emissivi'g&r profiles. However, a significant test of the applicability of the
methods is:possible only if the emissivity profile resulting from the analysis

is known a priori. For this reason artificial brightness data were also anal-
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ysed with the two inversion methods. These data were obtained by line inte-
gration of known emissivity profiles; the same data were also perturbed in a
way simulating the experimental uncertainties. The results of the analysis
of unperturbed and perturbed artificial data illustrate the sensitivity of the
two inversion methods to the experimental uncertainties. More generally,
these results indicate what is the best use of neutron brightness data in
tokamaks.

An important application of neutron emissivity profile information is
the determination of the plasma deuterium temperature profile, Tp(R),
where R is the radial coordinate (major radius) in the plasma equatorial
plane (we use this coordinate for consistency with other plasma tempera-

ture measurements). More precisely, the neutron emissivity g in a

Maxwellian deuterium plasma is a well-known function of Tp and of the

deuterium density np,

g = % n2D <ov> (2)

Here <ov> is the plasma reactivity (averaged over a Maxwellian deuterium
velocity distribution) which is a steep function of Tp [8]. One can therefore
derive the Tp(R) profile from g(R) provided that the np(R) profile is also
known and that the ion velocity distribution is Maxwellian. These require-
ments limit considerably the diagnostic application of the neutron emissiv-
ity in the case of JET plasmas: the latter assumption is generally not satis-
fied when deuterium neutral beam injection is used for heating the
plasma. Another limitation is due to the fact that the deuterium density has

to be derived from the electron density profile and the impurity content; for




typical JET plasma conditions, the impurity content is not very well known.
Nevertheless, Tp(R) profiles from JET neutron brightness measurements
can be obtained for cases where the plasma impurity content was low, and
the accuracy and the space and time resolution are comparable to those of
other Tp(R) diagnostic methods. This is a significant advancement over
previous results which were based on the volume integrated neutron emis-
sion to derive the central deuterium temperature or density in JET Ohmic
and ICRH heated plasmas [9]. In the latter case, the results were subject to
the assumption that the ion and electron temperature profiles had similar
shapes apart from a scale factor represented by their central value. This
assumption can here be tested directly on the Tp(R) profiles derived. Other
applications of the neutron brightness data, and in particular the imaging
of plasmas with neutral beam injection, are not discussed in this paper.
*

2. Experimental

The total neutron emission of a deuterium plasma in JET is typically be-
tween 1012 and 1016 neutrons s-1 depending on the type of discharge. The
heutrons come from the reaction D+D—3He+n and have a characteristic
energy of 2.45 MeV. More precisely, the energy spectrum of these neutrons
is Gaussian in the case of Maxwellian plasmas, with a width depending on
the ion temperature which is measured directly with different spectrome-
ters [10-11]. The neutron emissivity profile of the plasma is measured with
a system of two neutron cameras, and below we describe some features of
the measurement of relevance to this analysis.

The neutrons passing the multicollimators are detected with NE213 lig-
uid scintillators coupled to photomultipliers. The neutrons passing the

multicollimators are detected with NE213 liquid scintillators coupled to
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photomultipliers. There are two types of background effects in the mea-
surement: backscattered neutrons from the vessel walls, and y-rays from
neutron activation reactions in the machine. Their influence has been con-
siderably reduced in these measurements by applying energy and pulse
shape discrimination to the detection signals. Pulse Shape Discrimination
(PSD) is a well known technique [12] for the rejection of y-ray events. It is
based on the differentiation of neutron- and 'y-induced pulses in the scintil-
lator, where the neutron pulses have shorter rise times than those induced
by y-rays. In order to reject the backscattered (energy degraded) neutrons, a
discrimination threshold of about 2.0 MeV is applied to the measured con-
tinuous proton recoil pulse héight spectrum. While the PSD is normally ef-
fective in rejecting y-ray events, a residual fraction of background neutrons

is always present in the measured neutron fluxes, amounting tipically to a

few percent of the peak neutron brightness. It is roughly the same, in abso- =

lute terms, for all data channels as judged from estimates based on neutron
transport calculations [13]). This means that while the background contri-
‘bution to the data is a few percent for a central line of sight if the profile is
peaked, it is higher for broad profiles and for peripheral lines of sight. In
fact, there are cases when the neutron emission is very localised in the
plasma centre so that the most peripheral channels probably see only back-
ground neutrons. These cases gave an experimental confirmation (with an
uncertainty of £20%) of the background flux estimate based on neutron
transport calculations; the estimated background corresponding to the 2.0
MeV threshold was therefore subtracted from the measured brightness
profiles pric;r to analysis.

An accurate determination of the neutron detection efficiency of each

detector in the two cameras is essential for the profile measurement. Typi-
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cally, the detection efficiency is about 2.5% for 2.45 MeV neutrons using the
energy threshold mentioned above. This value was determined for each de-
tector in calibration measurements, which resulted in a relative precision
(between the data channels) of $10% and about +15% in absolute terms. The
absolute accuracy of the neutron emissivity determination can be checked
in an overall way by comparison with the total neutron emission measured
with a set of fission chambers located around the tokamak [14]with an ac-
curacy of £10%.

Other figures of merit of the camera system are space and time resolu-
tion. The spatial resolution is determined by two factors, namely the aper-
ture of each collimator channel (the viewing area is typically £11 cm wide
in the central region of the plasma), and the distance between two adjacent
channels (which is about 22 cm); because of the finite poloidal width of the
lines of sight, a reduction of the experimental data is necessary, as dis-
cussed below. The time resolution depends on the source strength through
the counting statistics that can be achieved. Typically, one or a few seconds
integration time (i.e. almost the entire flat top of the plasma current) is re-
quired in the case of Ohmic discharges in order to achieve a counting
statistics of about 50 counts in the peripheral channels, while 50 ms can be
sufficient for additionally heated discharges. This is illustrated by the two
examples of extreme profile shapes of Fig.3, where the brightness data are
plotted vs channel number. Fig.3a shows an example of a very peaked
brightness profile obtained in a plasma discharge with ICRF heating after
the injection of a deuterium pellet (the time traces of some relevant plasma
parameters‘are shown in Fig.4). The integration time was 100 ms which
gave a counting statistics ranging from 250 to over 16000 counts for the

channels of the horizontal camera and from 40 to over 6400 counts for the
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vertical one; these probably represent the highest possible count rates that
can be achieved without suffering from dead time effects or from deteriora-
tion of the rejection of y-ray events. The counting statistics limitation is
encountered for the peripheral channels, the use of which is anyway ham-
pered by background neutrons. The other example is a very broad bright-
ness profile (Fig.3b) and was obtained by time integration over the entire
current flat top (7 s) of a 4 MA Ohmic discharge. In this case, the counting
statistics ranged from 160 to 2400 counts for the horizontal camera and
from 17 to 470 for the vertical one. Although, in the case of Ohmic dis-
charges, the integration times are rather long, the assumption of steady
state plasma conditions is well satisfied, apart from the occurrence of saw-
tooth instabilities.

The two neutron brightness profiles of Fig.3 represent reduced data
since this is required by the analysis procedure. More precisely, the data
have been reduced so that they represent the brightness values as they
would have been measured along the same collimation lines but of in-
ﬁhitely small poloidal width. If the latter was true, the neutron flux at each
'detector would be

2
Agp) M
Fp,¢) = % flp.o) (3)
4nd

where Agp is the aperture area and d is the length of the collimator, 1 is an
attenuation factor (taking into account the presence of material obstruc-
tions along the line of sight), and flp,¢) is the neutron brightness corre-
sponding to the collimator axis L(p,¢) (see Fig.2). Since the collimator aper-
tures are not small, f(p,¢) in Eq.3 must be replaced by the brightness value
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<f(p,p)> averaged over the viewing area (see Fig.5). The difference between
f(p,9) and <flp,p)> depends on the collimation geometry and on the emissiv-
ity profile shape and has to be determined numerically. For an estimate of
this difference we used the collimation geometry of Fig.5 and the profile
shape of an initial binversion (i.e., using <flp,p)> in place of f{p,¢) in Eq.1).
The resulting difference between f{p,p) and <f{p,p)> was about 10% for the
peripheral channels and less than 1% for the central channels. This cor-
rection was applied to the data although it is small compared to other
larger sources of uncertainty in the data.

For the analysis, we use other experimental data as an input in this
work. These are i) the magnetic flux surfaces and ii) the electron density
and Zg¢r.

i) The magnetic flux surfaces result from the identification of the mag-
netic equilibrium of JET plasmas [15]. This corresponds to the solutions to
the Grad-Shafranov equation which are determined by fits to data of the
magnetic measurements. For the plasma discharges studied in this work,
‘these magnetic measurements were performed with a set of 14 poloidal flux
loops and 18 pick-up coils around the plasma. Moreover the diamagnetism
of the plasma, which was determined with a diamagnetic flux loop, was
used as an additional constraint on the equilibrium solution [16]. The re-
sulting magnetic flux surfaces (i.e., nested toroidal surfaces generated by
the magnetic field lines) are believed to be surfaces of constant temperature
and density, ‘and could therefore be used as neutron emissivity contours if
the plasma ion distribution is Maxwellian. The uncertainty in the identifi-
cation of the flux surfaces depends on the number of measuremed data

points that are fitted and on the shape of plasma current profile; e.g., the




radial position of the magnetic axis is known to 5 ¢cm, while the elongation
of the innermost surfaces has a typical uncertainty of £10%.

ii) The electron density profile in JET plasmas is measured by two diag-
nostics, namely the LIDAR Thompson scattering system [17] (providing n,
at 50 points along a horizontal chord) and the far-infrared interferometer
[18]. The latter measures the line-integrated electron density along 6
chords, which is inverted with a Generalized Abel Inversion of the type de-
scribed in Sect.4. This leads to results on the density profile with local un-
certainties of about +10% as detemined by direct comparison of the two
measurements [5]. The effective ion charge (Z.) is derived from the mea-
sured line-integrated visible continuum emission (bremstrahlung). Al-

though the 15-chord measurement provides space resolved data [7], here we

only make use of the chordal-average value for Z.g and discuss the
sensitivity of neglecting Z.¢r profile effects. From the Z ¢ value, and from
the spectroscopic evidence that carbon is the main impurity in JET (19), one
can derive the ratio between the deuteron and electron density np/n, needed
for our analysis. Moreover, the shape of the electron density profile is also
ﬁsed. For the present analysis of the experimental neutron brightness pro-
files of Fig.3 we used n,(R) of Fig.6 while the Z ¢ value was 2.3 and 2.5 for
the peaked and the broad profile, respectively. In the latter case the
deuteron density was further corrected relative to n, because of the use of a
3He admixture in the plasma (taken as part of Z. g in addition to carbon);
this gave a density ratio of np/n,=0.45. From the electron density profile
and the nD/ﬁe ratio, the deuterium density profile was finally deduced,

which in turn was used to derive the Tp profile from the neutron emissiv-

ity.
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3. Cormack Tomography

A detailed description of Cormack’ Tomography can be found in the orig-

inal articles [20] or in Ref.[2]). Here we summarize the principles of its ap-

plication to neutron brightness measurements.

From a mathematical point of view, Cormack Tomography is a solution

to Eq.1 in the form of a series expansion. The neutron emitting region (i.e.,

the region where g(r,0) is different from zero) is assumed to be contained

within a circle with a radius normalized to unity. The functions g(r,6) and

f(p,) in Eq.1 can be expanded in the Fourier series:

-+ o0
g(r,0) = 2 gm(r)e”'m®
m=-—oo
+o0 '
f(p,0) = Z fm(p)e_lm(p
m=—co
where
2z
1 im®
gm(r) = % J g(r,e) e de
0
2n _
fm(P) = 37 ) f(P9) ™7 do
0

Inserted in Eq.1, each mode m is obtained as

, ]’ gm T (E)r

o AJr2-p?
and has the solution

fm(pP) =

e - l_d_] <p>T()
gmr)‘-nd

rr p\/z

(6)

(7)

(8)

(9)

(4)

(5)




where Tp,(z)=cos(m cos-1z) is a Tschebysheff polynomial of the first kind of
degree m in z. Notice that, for m=0, tiﬁs solution is equivalent to an Abel in-
version (see next section).

In principle, Eq.9 is a solution to the inversion problem. However, it is of
little practical interest for our application to neutron brightness data. In-
stead of using Eq.9, it is better to use the analytical solution of Eq.8 devel-
oped by Cormack in the form of an elegant seﬁes expansion. When f,,(p) is

expanded in the following form,

f(p) = 2 2 al sin[(m + 21 + 1) cos!p] (10)
1=0

then the corresponding expansion of g,(r) is

gn(r) = Z (m+21+1) a]m R]m(r) (11)
1=0

where Rl (r) is a Zernicke polynomial defined as

(12)

] s
Rpn(r) = z%) s!(m+1-8) (-8
§=

The inversion problem is then reduced to the determination of the coeffi-
cients al . Notice that in order to resolve the mth poloidal harmonic in the
emissivity, it is sufficient to know the mth harmonic of the measured bright-
ness. In other words, the original, two-dimensional inversion problem is
reduced into solving a number of one-dimensional problems. In general, the
number of .poloidal harmonics that can be determined is limited by the reso-
lution of the measurement. In the case of a two-camera system with fan-like

geometry like the one at JET, fip,9) is effectively sampled at 4 values of ¢ as
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shown in Fig.7, where the location of the experimental chords in the (p,0)
plane are seen to be aligned along 4 lines of approximately constant ¢. This
means that the measurement can identify only 4 harmonics of the neutron
brightness and hence 4 poloidal harmonics of the emissivity. In this work
we choose the m=0, sin6, cos® and cos26 harmonics, which should ade-
quately represent the poloidal shape of the neutron emissivity. The choice of
the maximum 1 value to be used in the expansion is also limited by the radial
resolution of the system. A number of auxiliary lines of sight with zero
brightness must be added to the experimental brightness data in order to
avoid arbitrary fluctuations of the solution near the unit circle (see Fig.7).
Finally, the coefficients alm are determined with a least-sqare fit to the ex-
perimental and auxiliary data. An example of this fit is shown in Fig.8
where the fitted brightness.f(p,(p) is plotted along with the experimental data

of Fig.3a. The corresponding neutron emissivity profile is shown in Fig.9.

4. Generalized Abel Inversion
If the emissivity contours were concentric circles, only the poloidal m=0
components of Eq.4 and 5 would be needed for a complete solution of the
problem. In this case the inversion of Eq.1 is called Abel inversion and can
be performed in many ways. Moreover, the Abel inversion can be general-
ized and such a method has been developed for the JET plasma, which is
generally non-circular. The method is called Generalized Abel Inversion; it
is a generalization of the Abel inversion in the sense that knowledge is re-
quired about the emissivity contours, albeit these do not have to be circular.
In fact, in this work we use the magnetic flux surfaces as emissivity con-
tours. This allows us to project the data (as is described below) so that a

comparison of the data from the two cameras can be made. In this way we
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can both test the procedure and the consistency of the two data sets and

make combined use of them if desired.

The 19 lines of sight of the horizontal and vertical neutron cameras (L;-
L;g and L;;-L1g) are tangents to a set of magnetic flux surfaces (S;-S;g). For
the projection, the area between two such adjacent surfaces is taken as a
resolution element, or pixel, and the emissivity g is assumed to be constant

within each pixel. Fig.10 shows the principles of this representation for a

simplified system consisting of 5 channels. If we denote by M;; the length of

the line of sight L; inside the jth pixel, where the emissivity is gj, we then

have

19
£ = D, M, g, (13)
j=1
where f; is the brightness corresponding to the line L;.
Let us now consider a virtual set of vertical lines of sight Vi tangential
to the same set of pixels: there are in fact two sets of these lines, VR} and
VL, respectively to the right and to the left of the magnetic axis. The vir-

tual brightnesses along the lines VR;, which we denote fRy, can now be

determined and are given by

19 |
R R
f0= 2 No g (14)
j=1
where NRy; is the length of VEy inside the jth pixel. The relationship be-

tween the virtual and experimental brightness distribution can be ex-

pressed by the matrix equation

f =N M f (15)




A similar expression can be derived for fl, the brightnesses along the lines
VL. The 19+19 virtual brightness values, fR and fL, are the projected data.
These data should form one smooth curve if the assumption of constant
emissivity on magnetic flux surfaces was correct apart from deviations due
to experimental grrors in the brightness values or uncertainties in the
magnetic flux surfaces. We also note that the magnetic surfaces can be
shifted relative to the surfaces of constant pressure (due, for instance, to
pressure anisotropy), and hence relative to the neutron emissivity contours.
However such effects are difficult to measure directly because they usually
are of the same magnitude as the experimental uncertainties. This is illus-
trated in Fig.11.

Fig.11 shows the virtual brightness profile for the vertical neutron cam-
era obtained from the expérimental profile of Fig.3a. In this case the radial
position of the flux surfaces needed correction (see Fig.12) in order to obtain
consistency between the assumed emissivity contours and the neutron
brightness profile from the vertical camera. This problem may be interest-
ing in itself, but in the present study it is considered merely as part of the
uncertainties of the analysis. What is important to note is that the global
position correction made is generally sufficient for obtaining consistency
between the brightness measurements and the magnetic topology, allowing
one to procede with the inversion of the profile data.

If the projected data are internally consistent, it is possible to find a
smooth profile that fits the data. An example of such a fit and of the subse-
quent steps of the inversion procedure are shown in Fig.13. The fit to the
brightness i)roﬁle can be inverted to give the emissivity profile, using the
same matrix formalism as in Eq.13, albeit with an arbitrary number of vir-

tual chords. In fact, the fitted brightness profile consists of two parts (/R
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and fL, see Fig.13c), one for each side of the magnetic axis. These two parts
can be inverted separately, and two emissivity profiles (gR and gL), are ob-
tained, which were finally averaged to give the neutron emissivity profile

shown in Fig.13d.

5. Comparison of the inversion methods

To illustrate the information that can be extracted from neutron bright-
ness data, the Cormack Tomography and the Generalized Abel Inversion
were applied to the same profiles. We chose the two experimental profiles
of Fig.3 (representing the inversion of two extreme profile shapes), and four
artificial brightness profiles. The latter consisted of 1) two artificial profiles
with shapes similar to the experimental ones, obtained by integration of
analytic Tp and np profiles, and ii) the same profiles after a random per-
turbation reproducing the scatter observed in the experimental data. These
artificial profiles allowed us a better separation of the effects on the analysis
due to the profile shape and the uncertainties in the data. More precisely,
‘the inversion of the unperturbed profiles using both methods allowed a test
of the results under conditions of negligible experimental uncertainties; the
reliability of a result was judged simply by comparison between the deduced
and original neutron emissivity profiles. The sensitivity to experimental
errors was then estimated by inverting the perturbed brightness profiles.
The results of the inversion of the mentioned six brightness profiles using
the Cormack Tomography and the Generalized Abel Inversion are pre-
sented beldw.

a) Peaked Profiles

A direct comparison of inversion results for the peaked neutron bright-

ness profile of Fig.3a is shown in Fig.14. This shows that the emissivity
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profiles on the plasma equatorial plane obtained with Cormack Tomogra-
phy and Generalized Abel Inversion methods are in rather poor agree-
ment. Moreover, the emissivity contours determined by the tomography
method (Fig.15) do not fit very well with the magnetic flux surfaces. This
suggests that the tomography result may not be reliable in the presence of
oscillations towards the plasma edge in the fitted brightness profile (Fig.8b)
and, consequently, in the emissivity profile (Figs.9,14). These oscillations
are a result of the polynomial fit of the data, but their magnitude is rather
large in this case. It should be noted that an error in the background sub-
traction is not a likely cause for these oscillations, but they may rather arise
from the relative uncertainties in the data of the central data channels (see
below). ‘

The inversion of the two peaked artificial brightness profiles (Figs.16-23)
indicates that the relative uncertainties in the brightness data are the likely
cause for the inaccuracy of the results of the Cormack Tomography. In fact,
when no random perturbation is applied to the profile, both inversion
methods give good results. This is shown for instance in Fig.17 where the
emissivity contours determined by the Cormack Tomography method agree
nicely with the original emissivity contours (which are the magnetic flux
surfaces). Also the edge oscillations in the fitted brightness profile (Fig.16)
are small. The generalized Abel Inversion gives very good results, repro-
ducing the input emissivity profile over four orders of magnitude (Fig.18).
The comparison of the emissivity profiles in the equatorial plane deter-
mined with the two methods (Fig.19) shows that the tomography result is
accurate over about two orders of magnitude of the emissivity. Thus the
Abel inversion seems to have a wider range over which the reconstruction

of the radial emissivity profile can be made; this is believed to be a conse-
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quence of the consistent interpolation of the data made before the inversion,
which is especially important for determining the emissivity profile near
the plasma edge. The tomography result is also interesting, in so far as it
shows how the two-camera measurement can be used for a successful re-
construction of the emissivity contours. This is true even for a case where
the number of channels is relatively small, although the errors in the data
must be negligible. When the latter is not trﬁe (as in Fig.20a), large edge
oscillations can appear in the fitted brightness profile (Fig.20b) as well as in
the emissivity profile (Fig.23). The Abel inversion is less affected by random
noise, as can be seen in Fig.22, where deduced and original emissivity pro-
files are compared. It should be noted that the perturbed profile shown in
Fig.20 is just one example of several tests we performed using different val-
ues for the perturbation of the data, but taking always a perturbation level
(220 maximum) reproducing the experimental uncertainties. All these

tests gave similar results.

~ b) Broad Profiles

The neutron brightness profile of Fig.3b is representative for broad pro-
files observed in JET during high current Ohmic discharges. The General-
ized Abel Inversion gives an emissivity which appears reasonable although
it is very depressed in the centre (Fig.25). On the other hand, the result of
the tomography method is hardly realistic because of the huge oscillations
in the emissivity profile (Figs.24,26). The unperturbed artificial profile re-
sembling the profile of Fig.3b used to test these results is flat in the centre
and then fails off steeply at larger radii. The results of the inversions of this
profile (Fig.27-30) show again that both methods give acceptable results

when unperturbed data are used as input, with the Generalized Abel In-
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version always appearing to be the more accurate one. When the profile is
broad, however, the validity of the inversion is limited by the spatial range
of the brightness measurements. In the case of the artificial broad profile
with random noise, the Cormack Tomography (Fig.31,33) gives a result that
seems not to be realistic. The result of the Generalized Abel Inversion,
however, is still in fair agreement with the original emissivity profile
(Fig.32). It should be noted, though, that the resulting profile is hollow in
the centre, where the original profile is flat. This indicates that the uncer-
tainties in the data can distort Abel inversion results considerably in the
central part of the emissivity profile. In particular, one should be cautious
before attributing a physical significance to hollow neutron emissivity pro-
files, since this could be entirely a consequence of experimental uncertain-
ties. A

One last result from tests with artificial data concerns an estimate of the

uncertainties in the Tp profiles that can be deduced from the Abel inversion

of neutron brightness data. This was done by comparing the deduced pro-

files with the original analytical T profiles, as shown in Fig.34 for the

broad profile cases. In particular, the difference between deduced and orig-

inal profile was used to estimate the uncertainty propagating to Tp

(absolute value and profile shape) from random uncertainties in the input

data. This estimate is used in the following section, where the different

sources of uncertainty in the Tp profiles from Abel inversion of neutron

brightness data are discussed.

6. Deuterium Temperature Profiles

The Tp profiles shown in Fig.35 and 36 were deduced from the Abel in-

verted neutron emissivity profiles of Fig.13 and 25, using Eq.2 and the ex-
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perimental n, profiles of Fig.6. The plasma density ratio np/n, was deter-
mined from the chordal-average Z.g value, as described in Sect.2. To re-
duce the absolute uncertainty of the emissivity profile (and hence of the Tp

profile), the emissivity values were normalized to the total neutron yield

measured with the fission chambers. This affects the absolute value of Ty,

but has hardly any effect on the temperature profile, for instance, on the
quantity dInTp/dR (Fig.35b and 36b).

The quantity is considered here since it can be used to derive the param-
eter N;= (dInTp/dR)/(dlnnp/dR). The parameter n; expresses the relative

steepness of the Tp and np profiles and plays a fundamental role in the

theory of the so-called ion-mixing and ubiquitous modes [21] which are fun-
damental to some theories on anomalous heat transport in toroidal plas-
mas (see for instance [22]). An experimental determination of this parame-

ter is therefore of considerable interest, and here we present the first de-

termination of n; from analysis of neutron brightness data. In Fig.35b, we
show the value of n;=3.8 at one point of the plasma profile, while in Fig.37
‘we show the time evolution of the maximum value of 1; in the interval
3.4<R<3.6 m during the same plasma discharge. Although the uncertainty
in m; is rather large (about #40%), this experimental result should still be
useful in the study of the energy transport properties of JET plasmas with
peaked density profiles.

Since the determination of deuterium temperature profiles from neu-
tron brightness measurements presented here is the first result of its kind,

we discuss in some detail the errors affecting Tp and n;. For the sake of il-

lustration we assume here that the neutron emissivity, g, has an exponen-

tial dependence on Tp
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g o< T ngv2 (16)

o
D
where all quantities are functions of the major radius R used as a profile

coordinate, and v is the density ratio np/n,. Specifically, the exponent a is a
function of Tp, i.e. a(Tp) = dln<ov>/dInTp but this is rather weak with a=3
for Tp=5 keV. From Eq.16, the uncertainty in the value of Tp and dinTp/dR

can be evaluated separately. For Tp,

2
-9 an)ae @

where ATp/Tp is the relative probable error in Tp and similarly for the

other quantities. The error in g has contributions from the absolute calibra-
tion of the total neutron emission (£15%), and from the instrumental rela-
tive uncertainties and the assumed emissivity contours (£30%); the latter
value is somewhat arbitrary and can only be estimated based on experience
from analysing JET results. The electron density has a rather small
uncertainty (+10%), while the error in v is estimated as follows. Assuming
for simplicity that only one main impurity ion species of charge Zj is pre-
sent in the JET plasma (say Z;=6) we have v=(Zi-Z.f)/(Z1-1) and
AVIV=AZ 5/ (Z1-Zgp); clearly, v becomes less well determined the higher the
value of Z./Z;. Taking $20% as the experimental uncertainty in the mea-
sured chord averaged Z.s, and £30% as a typical relative variation of Zegr

around the average across the profile, it is found that the resulting error on

Tp dominates the other sources of uncertainty for Z.p/Z121/3. More pre-

cisely, when all uncertainty contributions are added quadratically, the




probable uncertainty in Tp resulting from Eq.17 is 213% for Z =1 (pure
deuterium), while it is £27% for Z,4=3 and Z;=6. This strong dependence of
the uncertainty in Tp on Z. 4 represents a considerable limitation of the ap-
plicability of this method for the determination of Tp to JET plasmas, where
usually Z.g>3.

The uncertainty in the value of dInTp/dR can be derived from
dinT,, _ 1dlng g dlnn, + 2 dlny

iR -~ o ar T o &R @ " 4R (18)

which is obtained upon differentiation of Eq.16. We can attribute a value of
+0.4 m-! to the error in (1/a)dIng/dR, based on the results of the tests dis-
cussed in Sect.5 and on our experience in analysing the data. The error in
dlnn,/dR should be about £0.3 m-l, which again is an estimate based
mainly on experience in analysing density measurement data. As for the
quantity dlnv/dR, this has tacitly been assumed to be zero, and any devia-

tion from zero is included as an uncertainty of the method. A simple esti-

mate gives (2/0)dlnv/dR<0.3 m-! for Z.<3. Summing up quadratically all

‘contributions we obtain a value of £0.6 m-"! for the error on dInTp/dR.
Finally, the error in n; is determined by adding quadratically the errors

in dinTp/dR and dinnp/dR. The error in dlnnp/dR is the dominant contri-

bution to the resulting +40% uncertainty; this shows that the determination

of the Tp profile presented in this paper is relatively accurate for this kind

of studies.

7. Discussion
Taking the magnetic flux surfaces as emissivity contours constitutes a

source of uncertainty both in the radial position of the contours (although




correctable as mentioned above) and in the vertical elongation of the con-
tours. These uncertainties can be significant especially near the plasma
center as shown in a recent work by R.S.Granetz et al. [23] based on soft X-
ray measurements. These can provide a more direct information of the two-
dimensional current distribution near the magnetic axis than the magnetic
field measurements external to the plasma. For this reason the topology of
the soft X-ray emissivity was used in Ref.[6] for analysing the polarimetric

measurements of the poloidal field distribution in JET plasmas. In this

case, the plasma safety factor at the magnetic axis, qg, was the main aim of

the analysis. Since qg is proportional to the square of the central flux sur-

face elongation, its determination is very sensitive to uncertainties in the
central geometry. In our case, an error in the elongation can affect the pro-
jection of the brightness data from the horizontal camera. However, its ef-
fect is reduced when the data from both cameras are combined, so our
analysis should not be very sensitive to changes in the central elongation.

- Errors in the central elongation can also affect the volume integrated
-emissivity (i.e., the total neutron yield), especially if the emissivity profile is
very peaked. This could in part explain the large difference (over 50% for
the data of Fig.3a) between the volume integrated emissivity and the total
neutrn yield determined by fission chamber measurements: a difference of
about 20% is usually observed, probably due to uncertainties in the absolute
calibration of the detectors of the neutron cameras. Note that the emissivity
profiles were reduced by 20% in absolute value (assumed normalization
factor) befb_re deducing the Tp profiles of Fig.35-36. The larger difference
observed for the profile of Fig.3a can be explained by an overestimation of
the central elongation either due to a mis-identification of the equilibrium

in this case, or to real differences between the emissivity topology and the

-24.




magnetic flux surfaces. In this work we have not pursued the investigation
of this discrepancy, since attempts{ to improve the assumed emissivity
topology would not be very useful for the present kind of analysis.

- The sensitivity of the Cormack Tomography to random errors in the ex-
perimental data is partly due to using a polynomial fit to the data. We be-
lieve that other tomography methods (intermediate between the Cormack
Tomography and the Generalized Abel Inversion) could give better results.
For instance one could use the Constrained Tomography method described
in Ref.[3], which performs a piecewise interpolation of the brightness data
instead of a polynomial fit. In this case the inversion of the outer brightness
profile is not affected by the errors in the central chords, which is an
advantage over the Cormack Tomography. However, we do not see any
overall advantage of this inversion method over the Generalized Abel In-
version for the cases considered here, since the emissivity contours deter-
mined with this tomography method are considerably prone to be distorted
by the uncertainties of the brightness data. The only cases where the Con-
strained Tomography of the neutron brightness data could be of interest are
the plasmas where the emissivity contours depart from the magnetic flux
surfaces. This is the case for plasma discharges with additional deuterium
beam heating, resulting in a significant fraction of beam ions being
trapped. In these cases an outward radial displacement of the emissivity
contours should occur.

A special limitation of the analysis presented here has already been
pointed out, namely the requirement that the average Z.s must be small
(£3). In facé, this is one of the main limitations in the present plasmas of
the JET machine, and considerable effort is being put into the study of this

problem. An improvement in the plasma purity has been obtained by in-
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creasing the plasma density by pellet fuelling, and more recently by using
beryllium limiters. In any case, the method presented here to determine
the Tp proﬁlles can only have a limited use for JET plasmas since it cannot
directly be applied to beam heated plasmas. However, the examples pre-
sented here can be regarded as a demonstration of the diagnostic principle,
in view of future applications of this Tp diagnostic technique in planned
machines like Ignitor [24] and CIT [25], which will have denser and, hope-
fully, cleaner plasmas and will not rely on additional beam heating.
Finally, we make some comments on the results on Tp(R) deduced from
neutron brightness profiles. Since other temperature measurements are

available in JET plasmas, we compare data from these measurements with

the Tp profiles deduced in this work. In Fig.38, the Tp profile of Fig.35 is
plotted along with the T, profile determined from ECE measurements [26].
Besides the errors in the absolute value of the two temperatures, both re-

sults are subject to uncertainties in the radial position of the data points. In

the case of the Tp profile, these uncertainties are due to the assumed emis-
sivity contours (corrected in the way described in Sect.4), while for the T,
profile the uncertainty comes from the paramagnetic corrections to the
vacuum toroidal field used in the analysis of the ECE data. As a result, a
relative displacement of the Tp and T, profile peaks can be observed, while
both profiles show an additional outward shift relative to the magnetic axis
position for the identified plasma equilibrium. The comparison of the two
temperature profiles shows another interesting feature, namely the rapid
change of the temperature gradient occurring at R=3.6m, which is present
in both proﬁles (and also in the n, profile, see Fig.6). This feature, indicat-
ing a change in the electron and ion thermal conductivities along the pro-

file, is also observed in the carbon temperature profile of Fig.39. This profile
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was measured by active charge exchange spectroscopy [27] in a plasma dis-
charge similar to the one in Fig.4a, apart from the presence of 5 MW of ad-
ditional deuterium beam heating injected into the plasma for diagnostic
purposes. The two ion temperature measurements appear to give overall
similar results, apart from the uncertainties in the radial position of the

profile points. In the latter example, the T, profile from LIDAR Thompson

scattering measurements [17] is also available; the outward shift of this
profile is less pronounced compared to the T, profile from ECE, showing
that this shift is partly due to experimental uncertainties.

In Fig.40 we show the time evolution of the peak ion temperature during
the JET plasma discharge of Fig.4a, as determined in the present analysis
and as obtained from the X-ray crystal spectrometer measurements [28].
The agreement is very gooa. This result indicates that the velocity distribu-
tion of the plasma deuterium is Maxwellian, even ih the presence of sub-

stantial ICRF heating of plasma minority ions.
~ Also the Tp profile of Fig.36 can be compared with other temperature

profiles, and in particular with the Tp profile determined by the Neutral
Particle Analyser array [29]. This comparison is shown in Fig.41. Again
the agreement of the two profiles is within the uncertainties in the radial
position and absolute value of the profile data points. It should be noted that

the shapes of the Tp and T, profiles are similar in the examples shown

here, supporting the assumption made in Ref.[9].

8. Conclusions
A detailed analysis of the JET neutron brightness data has been carried
out. We find that the two-dimensional features of the neutron emissivity

cannot generally be determined with sufficient accuracy from the present
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brightness data. The main cause for this limitation is attributed to the un-
certainties of the experimental brightness data. In cases where the neutron
emissivity contours are known from other measurements (such as the ex-
ternal magnetic msasurements providing an identification of the magnetic
flux surfaces) the 'Generalized Abel Inversion of the neutron brightness
data allowed a fairly accurate determination of the radial emissivity pro-
files. These profiles, together with the experimental electron density pro-
files and the average Z.g values, were used to deduce the deuterium tem-
perature profiles in plasmas with Maxwellian deuterium velocity distribu-
tions. Results of application of this method for analysing neutron bright-
ness profiles have been presented here using representative JET data as an
example. These results were compared to other ion temperature measure-
ments in terms of accuraéy and space resolution and agreement was ob-
tained. In general, the accuracy of the results depends crucially on the
plasma purity so that the neutron method is applicable only in cases where
Zegr is small (typically Ze<3). We conclude that the Generalized Abel In-
version of the neutron brightness data can be used for the diagnosis of JET
plasmas, but with limited applicability as to types of plasma conditions. On
the basis of present experience we would anticipate that neutron emissivity
measurements would play an important role for the diagnosis of high den-

sity plasmas approaching ignition like in Ignitor and CIT.
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1. Lines of sight of the neutron brightness measurements at JET. The
cross section of the magnetic flux surfaces tangential to each line are also
shown for JET discharge 13979 at t=52.0 s. The points of tangency are

marked with a circle.
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Fig. 2

2. Schematics of the collimation geometry for a single channel of the
multicollima‘tor. (r,0) are polar coordinates on the plasma cross section,
while p is the radius and ¢ is the angle of the viewing line L(p,p). g(r,0) is
the neutron emissivity and flp,¢) is its line-integral (brightness) over L(p,o).
The measured neutron flux at the detector, F(p,9), is collected through a
collimator oflength d and aperture area A,,; M is an attenuation factor
(taking into account the presence of vacuum windows etc. along the line of

sight).
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3. a) Neutron brightness profile for JET discharge 16211 during the time
interval t=44.2 to 44.3 s, plotted vs channel number. Channels 1-10 belong to
‘the horizontal camera, and channels 11-19 belong to the vertical camera.
The data have been reduced so that they represent the brightness values as
would be measured along collimation lines of small poloidal width. This
required a small correction to the data points mérked with a cross. For this
particular example, channels 11 and 12 (not shown here) were dominated
by background.

b) Neutron brightness profile for JET discharge 13979 during the
time interval t=48.0 to 55.0 s, plotted vs channel number. The data points '

marked with a cross were corrected for the reason explained in a).
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4. a) Plasma current (Ip, MA), ICRF heating power (Pgp, MW), chord
averaged density (Jn,dL, 1020 m-2), maximum electron temperature
(Temax, keV), chord-averaged effective ion charge (Z.¢) and total neutron
emission (NpgT, 1015 s-1) for JET discharge 16211. The discharge starts at
40.0 s. The time interval corresponding to the neutron brightness mea-

surement of Fig.3a is also indicated.
b) Plasma current (I,, MA), chord averaged density (JnedL, 1020

m-2), maximum electron temperature (Temax, keV), chord-averaged effec-
tive ion charge (Z.¢) and total neutron emission (NpoT, 1013 s-1) for JET
discharge 13979. The time interval corresponding to the neutron brightness

measurement covers the entire current flat top.




Fig. 5

5. Collimation geometry model used in the data reduction. Neutrons
emitted from the region a are seen by the entire detector surface, those
emitted from b are seen by a fraction of the detector, and those emitted from
¢ are not seen. As a result, the neutron flux at the detector is representative

of an average brightness over the area a+b.
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6. Electron density profiles from Generalized Abel Inversion of Interfer-
ometric measurements of the chord-integrated density for JET discharge

16211 at time t=44.24 s (a), and for JET discharge 13979 at time t=52.0 s (b).
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7. Location of the viewing chords in the (p,p) plane. In this example, the
centre of the coordinate system is at R=3.03 m, z=0, corresponding to the po-
sition of the magnetic axis for the magnetic topology of Fig.1. The radius of
the circle delimiting the emitting region is set at 1.5 m. The 19 experimen-
tal chords (circled x's) lie on 4 approximately vertical lines on this plane, so
they effectively sample the brightness at 4 values of ¢. The open circles rep-
resent additional viewing chords of zero brightness added near the edge of

the emitting region.
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8. Least-square fit to the experimental brightness profile of Fig.3a using
the Cormack Tomography method.
a) Fit of the data vs channel number.

b) Same fit in the 2-dimensional (p,9) space.
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9. Hidden line perspective plot of the neutron emissivity profile obtained

by Cormack Tomography of the experimental brightness profile of Fig.3a.

The maximum emissivity is 4.5-1014 m-3s-1,
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10. Geometry for the projection of the brightness data (first step of the
Generalized Abel Inversion) for a simplified system consisting of 5 chan-
nels. L;-Ls represent the experimental lines of sight, tangents to a set of
magnetic flux surfaces. For the projection, the area within two such adja-
cent surfaces is taken as resolution element, or pixel. VR;. VR and VL;-
VL5aré two.sets of vertical lines of sight tangential to the same set of pixels.
The virtual brightnesses along these vertical lines are related linearly to the
brightness values along the experimental lines (Eq.13-15). This linear rela-
tionship can be expressed in terms of the chordal lengths of the lines of

sight within each pixel, and Mgy, NRg3, NLsg are examples of such chordal

lengths.
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11. Virtual brightness profile for the vertical neutron camera obtained
from the experimental profile of Fig.3a. The distance from the emissivity
- axis is used here as X coordinate. The small circles on the line of zero
emissivity indicate the assumed limits of the emitting region. For the pro-
jected brightness values an open symbol is used if the virtual and original
lines of sight lie on the same side of the emissivity axis; otherwise a full
symbol is used. For the open symbols, the corresponding channel numbers
(here ranging from 3 to 9 for the vertical camera) are also indicated below
the line of zero emissivity. Channels 1 and 2 of the vertical camera are not
shown hefe because they were dominated by background. The open symbol
profile is clearly shifted relative to the full symbol profile in a), where the
magnetic flux surfaces are assumed as emissivity contours for the projec-
tion. This shift is removed in b) by moving the same contours radially out-
ward by 12 cm. This example shows how a global position correction is gen-
erally sufficient for obtaining consistency between the brightness mea--

surements and the magnetic topology.




Fig. 12

12. Position of the emissivity axis (full circles) before and after the radial
shift of Fig.11. This shift represents about 10% of the distance between the
axis and the limiter (thick line). For comparison the vacuum vessel (dashed

line) and the magnetic flux surfaces tangent to channels 1-5 of the horizon-

tal camera are shown.
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Fig. 13

13. Generalized Abel Inversion of the neutron brightness profile of
Fig.3a.

a) Polynomia1 fit of the projected brightness data from both cam-
eras. A few.channels dominated by background were omitted from this
analysis. |

b) Same as a) but using a log scale for the y-axis. Near the edge of
the emitting region the data aré interpolated linearly.

¢) Fitted brightness profiles (fR and fl) and corresponding emis-
sivity profiles (gR and gL).

d) Neutron emissivity profile obtained by averaging gk and gL.
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14. Neutron emissivity profiles on the plasma equatorial plane as deter-
mined by Cormack Tomography (full line) and by Generalized Abel Inver-
sion (dashed line) of the brightness profile of Fig.3a.

— Emissivily Contours

—— Magnetic Flux Surfaces

im

Fig. 15

15. Emissivity topology as determined by Cormack Tomography of the
brightness profile of Fig.3a. The contours shown are at 10%, 20%, ..., 90% of
the peak emissivity. Also shown are the vacuum vessel contours, the circle
delimiting the emitting region and the magnetic flux surfaces tangent to
channels 1-5 of the horizontal camera. The departure of the emissivity con-

tours from the magnetic flux surfaces is significant.
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16. Least-square fit to the first peaked artificial brightness profile using
the Cormack Tomography method.
a) Artificial data vs channel number and fit.

b) Same fit in the 2-dimensional (p,p) space.
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Fig. 17

17. Emissivity topology as determined by Cormack Tomography of the
first peaked artificial brightness profile. The agreement between the to-

mography result and the original topology (magnetic flux surfaces) is good.




2.4

T « Vertical . : . ]
(2 o . (a) e Vertical s,
‘TE‘ 2.0t Camera | . —~ 10™ " o Camera '.'. . (b)
! - Horizonta _ R ¢ Horizontal . -
?_’ 16l + Camera ~ 10" | o Camera ,f’ ‘2
o | Ft . £ ORIt .
8 12t o g 107 ! "
£ . %’7 10m | B
£ 08f - g . A
om .
s c 107
:::, 04r o L
(&)
Z 00 ouf L z
1 | i 1 i L 108 1 1 1 1 1 |
-12 -08-04 00 04 08 -12-08-04 00 04 08
X(m) X(m)
108 .
— oo« input . (c . so0 {nput d
P 4.0 | — inversion ) :gn 10 — inversion @
E E
< 13
5 30} z 107
Z ‘0
@ £ 107
2 i
£ 20f =
9 g 1011 -
@ 3
(S 10+ = 107 |
5
2 100 |
0 -1.2 -08-04 00 04 08 -12 -08-04 00 04 08
X(m) X(m)

Fig. 18

18. Generalized Abel Inversion of the first peaked artificial profile.
a) Fit of the projected brightness data.
b) Same as a) but using a log scale for the y-axis.
¢) Deduced emissivity profile and original profile (linear scale).
d) Deduced emissivity profile and original profile (log scale). The

original emissivity profile is well reproduced over 4 orders of magnitude.
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Fig. 19
19. Neutron emissivity profiles on the plasma equatorial plane as deter-
mined by Cormack Tomography (full line) and by Generalized Abel Inver-
sion (dashed line) of the first peaked artificial profile. The agreement be-

tween the two profiles is good over two orders of magnitude.
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20. Least-square fit to the second, perturbed peaked artificial brightness
profile using the Cormack Tomography method.
a) Artificial data vs channel number and fit.
b) Same fit in the 2-dimensional (p,¢) space. Large edge oscilla-
tions appear in the fitted profile as a consequence of the random perturba-

tion of the brightness data.
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Fig. 21

21. Emissivity topology determined by Cormack Tomography of a per-
turbed peaked artificial brightness profile. The test profile used here was
obtained with a random perturbation of the data of Fig.16a different from
the one shown in Fig.20a. We present it here as a better example of distor-
tion of the fesult of the Cormack Tomography due to uncertainties in the

input data.
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04 08

22. Generalized Abel Inversion of the second peaked artificial profile.

a) Fit of the projected brightness data.

b) Same as a) but using a log scale for the y-axis.

¢) Resulting emissivity profile and input profile (linear scale).

d) Resulting emissivity profile and input profile (log scale). This

result shows that the result of the Generalized Abel Inversion is only mod-

erately sensitive to the uncertainties in the input data.
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23. Neutron emissivity profiles on the equatorial plane as determined by
Cormack Tomography (full line) and by Generalized Abel Inversion
(dashed line) of the second peaked artificial profile.
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Fig. 24 a 1 360
24. Least-square fit to the broad experimental brightness profile of Fig.3b
using the Cormack Tomography method.
a) Fit of the data vs channel number.

b) Same fit in the 2-dimensional (p,p) space. The large oscillations

of the fitted profile are clearly unrealistic.
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Fig. 25

25. Generalized Abel Inversion of the neutron brightness profile of
Fig.3b.

a) Polynomial fit of the projected brightness data. The experimen-
tal uncertainties are the main cause for the scatter of the data which is
considerable in the central part of the profile. For this case the magnetic
flux surfaces of Fig.1 were shifted by 5 cm in order to obtain consistency be-
tween the. brightness measurements and the magnetié topology.

b) Same as a) but using a log scale for the y-axis.

¢) Fitted brightness profiles (fR and fl') and corresponding emis-
sivity profiles (gR and gl).

d) Neutron emissivity profile obtained by averaging gR and glL.
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26. Neutron emissivity profiles on the equatorial plane as determined by
Cormack Tomography (full line) and by Generalized Abel Inversion
(dashed line) of the brightness profile of Fig.3b. The result of the Cormack
Tomography is clearly unacceptable.
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Fig. 27

_27. Least-square fit to the first broad artificial brightness profile using
the Cormack Tomography method.
a) Artificial data vs channel number and fit.

b) Same fit in the 2-dimensional (p,p) space.
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28. Emissivity topology as determined by Cormack Tomography of the
first broad artificial brightness profile. The agreement between the tomog-

raphy result and the original topology (magnetic flux surfaces) is good.
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29. Generalized Abel Inversion of the first peaked artificial profile.

a) Fit of the projected brightness data.

b) Same as a) but using a log scale for the y-axis.

c¢) Deduced emissivity profile and original profile (linear scale).

d) Deduced emissivity profile and original profile (log scale). In

brightness measurements.

this case the validity of the inversion is limited by the spatial range of the
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30. Neutron emissivity profiles on the equatorial plane as determined by
Cormack Tomography (full line) and by Generalized Abel Inversion

(dashed line) of the first broad artificial profile. The agreement between the

two results is good.
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31. Least-square fit to the second, perturbed broad artificial brightness
profile using the Cormack Tomography method.

a) Artificial data vs channel number and fit.

b) Same fit in the 2-dimensional (p,p) space. The oscillations ap-
pearing in the fitted profile are not acceptable.
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32. Generalized Abel Inversion of the second broad artificial profile.

a) Fit of the projected brightness data.

b) Same as a) but using a log scale for the y-axis.

¢) Deduced emissivity profile and original profile (linear scale).

The hollowness of the resulting .emissivity profile is entirely a consequence

of the perturbation of the input data.

d) Deduced emissivity profile and original profile (log scale).
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33. Neutron emissivity profiles on the equatorial plane as determined by

Cormack Tomography (full line) and by Generalized Abel Inversion
(dashed line) of the second broad artificial profile.
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34.a) Analytical Tp profile relative to the second broad artificial bright-
ness profile (circles) and Tp profile deduced from the corresponding Abel
inverted neﬁtron emissivity profile (line). In the spatial range of the bright-
ness data (covering a factor of two variation of Tp) the deduced Tp profile
shows an error of £10%, which is larger in the central region.

b) Profile of the quantity 1/Tp dTp/dR deduced from a). The verti-
cal bars represent an estimate of the uncertainty propagating on 1/Tp

dTp/dR from random uncertainties in the brightness profile.
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35.a) Tp profile deduced from the neutron brightness profile of Fig.3a.

The error bars (£21%) near the centre of the profile represent the absolute

uncertainty on the Tp values. Consistently with the results of Sect.5, outside

the spatial range of the measurements the inversion result can be used as

an asymptotic upper limit for Tp, as represented by the error bars near the

edge of the profile.
b) Profile of the quantity 1/Tp dTp/dR as deduced from a). The

data have been smoothed to eliminate some small scale oscillations which

are an artifact of the analysis. The error bar is £0.6 m-1 . The value of n; at

R=3.6 m is also plotted with its error bar (x40%).
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36.a) Tp profile deduced from the neutron brightness profile of Fig.3b.

The larger uncertainty (+25%) in the centre of the profile is due to the
higher Z.¢ value of this plasma discharge.

b) Profile of the quantity 1/Tp dTp/dR as deduced from a).
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37. Time evolution of the maximum value of 1; in the interval 3.4<R<3.6
m during the plasma discharge of Fig.4a, as determined by the analysis of

neutron brightness measurements.
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Fig. 38

38. Temperature profiles for JET plasma discharge 16211 at time t=44.25
s. The Tp profile (full line) is the same as in Fig.35a and is averaged over

100 ms. The T, profile (dashed line) is determined from ECE measure-

ments.
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39. Temperature profiles for JET plasma discharge 17749 at time t=44.2

s. The T; profile (full circles) is determined from charge exchange spectro-
scopic measurements of carbon. The T, profiles are determined from ECE

measurements (full line) and LIDAR Thompson scattering measurements

(dashed line).
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Fig. 40

40. Time evolution of the peék ion temperature during the ICRF heating
of JET discharge 16211, following the injection of a 4 mm deuterium pellet
at 43.0 s. The circles are the values deduced from neutron brightness mea-
surements, the line is the result of the X-ray crystal spectrometer mea-

surements.
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41. Temperature profiles during the current flat top of JET plasma dis-

charge 13979. The agreement between the Ty profile from the Neutral Par-

ticle Analysér (dotted line) and from neutron brightness (full line), and be-

tween the T, profile from ECE (broken line) and from LIDAR (dashed line)

is within the uncertainties in the radial position and absolute value of the

data points.






