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ABSTRACT

In the JET tokamak, the perpendicular velocity distribution function of minority ICRF-heated
protons in the MeV energy range is inferred from neutral particle analyzer (NPA) measurements
of the emitted hydrogen flux, integrated along a vertical line-of-sight through the plasma centre.
In particular, the best-fit perpendicular tail temperature 7| of the inferred distribution can be
determined with good accuracy. In this paper a relation is established between the measured
quantity 7| and the perpendicular tail temperature T (0) of the heated protons at the position of
maximum [CRF power deposition. If measurements are made at energies £ which lie well
above T|(0), the value of Tl inferred from the NPA measurements is only slightly lower
than T (0). In the opposite limit E << T} (0), it is shown that T, << T;(0). When this model is
applied to NPA measurements from a JET pulse with varying levels of applied ICRF power
PRE. it is found that the scaling of 7| (0) with PRF in the 2-10 MW range is almost exactly
linear, as expected from the widely-used Stix model. Moreover, calculated values of the ICRF-
heated proton energy content, based on deduced values of 7|(0), are in agreement with
independent diamagnetic measurements of the energy. These results validate the model of
impurity-induced neutralization of MeV protons which has been developed to interpret NPA
flux measurements in JET. The measurements thus give access to a fundamental property of the
high energy minority proton energy distribution, which plays a crucial role in theories of
sawtooth stabilization. The successful measurement of ICRF-heated proton distributions in the
high energy range gives confidence that the NPA instrumentation, and the interpretation
techniques described here, could provide valuable data on the behaviour of fusion products in

forthcoming deuterium-tritium experiments in JET.

1. INTRODUCTION

Measurements made using a neutral particle analyzer (NPA) have yielded the perpendicular
velocity distribution function of protons in the MeV energy range in the Joint European Torus
(JET) [1-2]. The protons, which constitute a minority ion species in the predominantly
deuterium plasma, are heated by waves in the ion cyclotron range of frequencies (ICRF), and

their velocity distribution is strongly anisotropic at energies E >> E_ . where E.; is the

critical energy at which the electron proton and deuteron-proton collision frequencies are equal
[3]. The NPA measurement technique involves detection of high energy hydrogen atoms,
formed by neutralization of protons in charge exchange reactions. In the energy range of the
NPA, 0.3 MeV <E <4 MeV, Korotkov and Gondhalekar [1-2] have recently demonstrated that
hydrogen-like ([H]) ions of carbon and beryllium, the main intrinsic plasma impurities in JET,

are the dominant contributors to proton neutralization. Using a system of steady-state balance



equations for bare and [H] impurity ions, Korotkov et al. showed that high densities of [H]
ions of carbon and beryllium occur in the core region of JET plasmas. The required cross-
sections for neutralization of protons by [H] impurity ions have not been measured, and were
therefore taken from theoretical calculations. In Refs [1] and [2] the proposed model of impurity
induced neutralization (IIN) was tested by using it to describe the evolution of the NPA-
measured hydrogen flux in different conditions of plasma heating and fueling. In this paper, we
seek further validation of the IIN modelling by using NPA measurements to estimate the energy
content of ICRF-heated protons, and by comparing such estimates with independent
diamagnetic measurements of the fast proton energy content.

The energy range of the measurements reported in this paper is 0.3 MeV - 1.1 MeV. The
measured quantity I the flux of hydrogen atoms arriving at the NPA per unit area per unit
energy, is proportional to the line integral of the local proton energy distribution Fj, weighted

with respect to the local proton neutralization probability per unit time P,,. Thus, we have
~ b
[(E)= [, R(E2)F(E 2)dZ (1)

where FE is the energy of a proton moving towards the NPA, Z is vertical coordinate, and b is

the height of the plasma along the NPA line-of-sight. We can define a line integrated
distribution function Fj,(E) by writing

-, LE 1
B = B E0) " BlED

) fb P(E, Z)F,(E. Z)dZ. (2)

In Refs [1] and [2], P, (E, 0) was calculated for the plasma core using computed cross-
sections which are known to an accuracy of between 10% and 30%, depending on proton
energy and the nuclear charge of the impurity species with which the protons interact. In
general, P, is an extremely complicated function of Z. However, the radial profiles of the
parameters upon which P, depends all have characteristic scale lengths of the order of b,
whereas the scale length of Fyis smaller than the width of the ICRF power deposition profile,
which in turn 1s much smaller than b (see below). Thus, it is reasonable to set P, (E, Z) equal
to P, (E, 0) in Eq. (2), so that F~h(E) 1s simply the line integral of the local distribution
Fy(E, Z). Korotkov et al. [1-2] assumed a Maxwellian energy distribution, i.e. a relation of the

form F~ho<El/2 exp (—E/Tl), and used a least-squares procedure to deduce best-fit

temperatures fJ_ lying typically in the range 100-300 keV for ICRF powers in the range
2-10 MW,

Accurate measurements of minority ICRF-heated ion distributions are important for
several reasons. Firstly, such measurements provide a useful method of testing theories of

ICRF power deposition. Secondly, there is a well-established link between ICRF-heated ions



and magnetohydrodynamic (MHD) activity; for example, ICRF heating has stabilized sawtooth
oscillations in JET [4]. Finally, if a reliable technique could be developed for deducing ICRF-
heated ion distributions, such a technique could then be applied with confidence to measuring
the energy distributions of fusion products in forthcoming deuterium-tritium experiments in
JET.

In this paper we provide a physical interpretation of the measured quantity Tl, and
confront that interpretation with independent experimental data on ICRF-heated protons. In
Section 2 we derive an expression for the local energy distribution of protons whose velocity
vectors are such that they would, if neutralized, be detected by the NPA. In Section 3 we use
this expression to infer a relation between the measured temperature 7 and the local proton tail
temperature at the position of maximum ICRF power deposition. This result enables us to
calculate the proton energy content. As noted above, by comparing such estimates with
independent diamagnetic measurements of the total proton energy, it is possible to test the 1IN

model proposed in Refs [1] and [2]. Our conclusions are briefly summarized in Section 4.

2. LOCAL PROTON ENERGY DISTRIBUTION

In the energy range of the measurements described in Refs [l] and [2], we adopt a

bi-Maxwellian model for the local anisotropic velocity distribution of ICRF-beated minority

protons, i.e.
3/2 2 42 2
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where np(Z) is the local proton density, m,, is the proton mass, Tj(Z) and T, (Z) are local
temperatures parallel and perpendicular to the magnetic field, which lies in the x-direction. We
assume that the poloidal component of the field can be neglected, so that one of the velocity
space directions (z) can be identified with the vertical coordinate space direction Z. If the entire
proton distribution is rotating toroidally with flow velocity vy, the velocity component vy in Eq.

1/2
(3) should be replaced with v, - vr. Only atoms with v. V242 / 2 200 can enter the NPA
Y ! 2/ \Vx v

[1-2], and the velocity vector of a proton is not significantly changed by the capture of an
electron. Thus, the velocity distribution of protons which, if neutralized, can be detected by the
NPA is given by

2 v. /200
v 2) = [[avidv i) = [ dof ™ vodvy v, 2), (4)



1/2
where Vo :(v)zc +v)2,) and ¢ = tan’! (vwvy). Given that T) and Tj exceed the electron

temperature T, ~ 5 - 10 keV [4], and that m,, sz /2 <4MeV, it is straightforward to verify that
1/2 1/2

V200 is much smaller than (273 /m,)"” and (27/m,)"". and so, for 0 vy <v,/200, the

function f;(v) depends only on v,. This remains true if vr # 0, provided that mpv% << 27,

which is invariably the case in JET [5]. Equation (4) thus yields
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Using the fact that the measured hydrogen atom energy E is approximately equal to
mpvg'/2, and defining an energy distribution function Fyj(E,Z) by writing
F,(E, Z)dE = fh(vz, Z)dvz, we infer that the local energy distribution of protons which can be
detected by the NPA is of the form

CoEV? E
Fy(E Z) = - 6
A A ©

where C o< ny, (Z)/T“(Z)l/z. Stix [3] predicted that ICRF-heated ions would have a tail
distribution of this form, the energy density n,7| being approximately equal to prpTs where
PREF 1s the ICRF wave power density coupled to minority ions and 7y is the collisional slowing-
down time. Physically, this result arises from a balance between minority ion cyclotron
damping of the ICRF waves and collisional heating of electrons by minority ions. The
expression obtained by Stix for 7| has been widely used in the interpretation of ICRF heating
experiments [6-7], but has only recently been recognized as a key parameter in theories of
ICRF-induced sawtooth stabilization [8-9]. The purpose of this paper is to establish a method
of deducing 7, at the position of maximum ICRF power deposition from line-integrated
measurements of ICRF-heated proton energy distributions. We note that the quantity Fj defined
by Eq. (6) is so far a theoretical construct, whereas the quantity 1:“,, defined by Eq. (2) can be
inferred from measurements.

Ray-tracing and full wave calculations for JET indicate that prp has a Gaussian radial
profile, which is generally sharply peaked in the plasma centre with an e-folding width of the
order of 20-30 cm [10]. Detailed calculations indicate that the variation of prg with minor radial

distance r can be well-represented by a Gaussian (see e.g. Fig.5 in Ref. [10]), in which case
n, T ~ preT, yields an expression for T (z)of the form [7]

(Z 7’
T,.(2)= %exp [— ;] (7)



Here D is a vertical length scale associated with the radial profile of prg, pg is a constant
with the dimensions of power density, and the slowing-down time T e< Te3/ 2 /ne where T,, n,
are electron temperature and density. In ICRF-heated plasmas, 7, is generally more strongly-
peaked than n, (see, e.g., Fig.3 in Ref. [6]), and so the scale length associated with 7, may be
somewhat smaller than b. However, ny is likely to have a radial profile which is similar to that
of n,, and so we would expect Ts/"h o< Te3/2/"h to have a scale length of the order of b. Thus,
the radial profile of 7| is determined essentially by the value of D << b, and Eq. (7) can be

well-approximated by the expression
ZZ
T)(Z) =T,(0) exp 7 (8)

Our aim 1s now to combine Eq. (6) with Eqgs (7) and (8), to obtain an expression for the
model line-integrated proton distribution function which can be compared to the measured one
defined in Eq. (2). The normalization parameter Co in Eq. (6) is proportional to n, / 7[11/ 2 , and 1s
thus dependent on Z. In the model developed by Stix [4], T e T, which implies that C, like
T, /ny, has a much longer scale length than 7| . Moreover, at suprathermal energies E > T\ (Z),
the presence of an exponential factor in both Eq. (6) and Eq. (8) means that the spatial variation
of Fy, is more rapid than that of 7 : a small change in T corresponds to a very large change in

Fj It is justifiable, therefore, to treat Cp in Eq. (6) as a constant henceforward.

3. LINE-INTEGRATED PROTON ENERGY DISTRIBUTION

The following question naturally arises: what is the relation between the measured temperature
Tl and 7| (Z)? In particular, does T]_ give a measure of the actual proton tail temperature in the
centre of the ICRF power deposition region, or at the edge of that region? With Fj, given by
Eq.(6), and T,(Z) given by Eq. (8), the integral in Eq. (2) may be exactly evaluated
numerically, and is also tractable analytically to a considerable extent. We consider the

equivalent dimensionless integral
F(e) = 81/2-[: exp(éz — gt jd@. 9

Here, € = E/T| (0) and £=Z/D. The fact that D << b makes it possible to replace the
finite interval of integration in Eqs. (1) and (2) with a semi-infinite interval in Eq. (9). A log-
linear plot of F(g)/e"%(0 < £ <10) is shown as a solid line in Fig.1: for suprathermal values

of £ >> 1, we see that F/Sl/z falls off roughly exponentially with €. This can be demonstrated

analytically by setting o = 1+ £ + &2 in Eq. (9), which yields the tractable approximation
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where Kj,41s a modified Bessel function of the second kind. To obtain Eq. (10) we have used

Eqgs. (3.323) in Ref. [11] and (9.7.2) in Ref. [12], expanding F(E)/Sl/z to first order in l
£

The final expression in Eq. (10) is represented by a dashed line in Fig. 1: it is distinguishable
from the exact numerical result (the solid line) only at € < 1. Thus, Eq. (10) provides an
extremely good approximation to F(g) defined by Eq. (9), even in the low energy limit.
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Fig.1: Solid curve: the function F:(E)/El/z defined by Eq. (9), for 0 < € < 10. Dashed curve: the approximate
form of F(€)/€Y? given by the second equalitv in Eq. (10). The dimensionless parameter € is equal to E/T (0)

and Fis a measure of the line-integrated (measured) minority ion distribution. The two curves begin to

. Cog . L - 2.
diverges only at € S1, indicating that Eq. (10) is an extremely accurate approximation to F(E)/&‘l/“ in the

energy range of the measurements.

Korotkov et al. [1-2] obtained a set of best-fit temperatures Tl corresponding to various
levels of applied ICRF power in a single pulse. For each power level in the range 2-10 MW,
they fitted a single Maxwellian to the line-integrated proton distribution over the entire energy
range of the measurements: each best-fit temperature is thus a global parameter of the
corresponding proton distribution. The distribution given by Eq. (10) is not a single
temperature Maxwellian, since it does not have a simple g2e7E dependence. Such a
dependence would imply 7, =T,(0), since . €=E/T (0) and T, is defined by



F, o< EY? exp (— E/ TL). In general, it is possible to define an energy-dependent temperature

T\ in the neighbourhood of a given value of E by writing

7,(0)
dln(ﬁ/e‘/z)/de' ()

Ti(e)=-

The quantity 7, (€) can be related to the observed temperature 7| as follows. The true
line-integrated distribution F,(E) defined by Eq. (2), which we assume to have the same shape
as the function F(g) defined by Eq. (9), is plotted schematically as a solid curve in Fig.2 for
Epin €S E < Epax Enin and B, represent the limits of the measured energy range. The
dashed line represents the best-fit single Maxwellian over that range, with slope —71_1 (the
difference between the two curves has been exaggerated for clarity). Clearly, the best-fit single
Maxwellian will intersect with F,(E) at energies Ej and E; which lie within the observed range,
and the mean-value theorem implies that the gradients of the two curves must coincide at an
energy FEx such that E; < Ex<E,. At that energy, it follows from Eq. (11) that
T\ (E«/T (0))=T,. Obviously E. must lie within the 300-1100 keV range of the

measurements: for simplicity, we set Ex equal to the median energy of 650 keV.
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Fig.2: Solid curve: schematic plot of [()g[F.h (E)/El/z]. Dashed curve: single-Maxwellian fir to I:"(E)/EV2 over

the energy range Epin to Egax. The two curves intersect at Ey and E», and, according to the mean-value

theorem, have equal gradients at E. such that E| < E. < Ey. At that energy, the effective temperature TJ_

defined by the slope of[og( F,, (E)/El/z) is equal to the measured temperature 71



The function defined by Eq. (11) is plotted in Fig.3. When £>> 1, i.e. E >>T|(0), the
temperature ratio tends to one. In such cases, the effective temperature 7, of the line-integrated
minority ion distribution is only slightly lower than the local tail temperature 7)(Z) in the
plasma centre (Z = 0). When € <1, on the other hand, 7| is significantly lower than 7/ (0).
We can derive an explicit expression for T} (0) in terms of Ex and 71 as follows. Using the
second equality in Eq. (10) to evaluate the derivative in Eq. (11), and recalling that
€ = E/T| (0), we obtain a quadratic equation for T} (0). With E and T respectively set equal to
Ex and T, the appropriate solution is

1/2
T(O)—4E2L—L— 111 / (12)
+ T, 2B \T} ETJ, 4E?

To leading order in 7| /E« this reduces to
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Fig.3: The temperature ratio T\ [T, (0) as a function of € = E/T,(0). Here, T (€)= - TL(O)/((I In (I-:/E'/Z)/ds) is

the effective temperature of the line-integrated proton distribution: it is energy-dependent, and is equal to the
measured temperature T) at an energy Ex Iving within the range of the measurements. When E« >> T,(0), the

measured temperature is approximately equal 1o T\ (0).

Equations (12) and (13) enable us to estimate the peak tail temperature of the protons from

the NPA measurements. In the case of the distribution function data shown in Fig.15 of



Ref. [2], the best-fit values of TL range from 80 keV for 2 MW ICRF heating power, to 265
keV for 10 MW ICRF heating power. Setting Ex« = 650 keV, we find that Eq. (12) gives
T, (0)=85.4 kev when T, = 80 keV, and T, (0)= 344.5 keV when 7| = 265 keV. The Stix
model [3] implies that T (0) should increase linearly with the [CRF power density which is
coupled to the minority ions, prg. This does not necessarily imply a linear relation between
T, (0) and the total ICRF power PRF, since the radial profile of the latter (and hence pRrp) is
affected by the minority ion distribution, and in any case the fraction of PRg which is coupled
to minority ions is itself a weak function of Prr [10]. Nevertheless, we would expect T, (0) to

scale with (Ayp)” where a= 1. In fact, usingEq. (12) to obtain a set of values of 7} (0) from

the observed values of 7| in Fig.15 of Ref. [2], we find that T} (0) o< (Frg)*****%: this

- +
compares with 7| o< (R;F)O’W‘O'Oé

. Thus, the measured scaling of peak minority ion tail
temperature with ICRF power is almost exactly linear. In this respect the Stix model is in good
agreement with the corrected proton tail temperature.

Having inferred the peak proton tail temperature 7 (0) corresponding to a particular
ICRF power level, we can now calculate the total proton energy W, for comparison with values
obtained from diamagnetic measurements [6]. It is straightforward to show that the local energy

density of a bi-Maxwellian proton distribution with parallel and perpendicular temperatures
T“, T_L 18

A
u= nhTJ_[l + #} (14)
L

where, as before, ny is the proton number density. The NPA measurements described in Refs
[1] and {2] do not provide any information on 7jj, but it is reasonable to assume that 27| >> T
[4], so that u= n,T, . We assume, for simplicity, that « is only weakly dependent on poloidal

angle: this is justified when T,/T is greater than the local inverse aspect ratio [9]. The total

proton energy 1s then given by
a
W, = J-ud3r: 4ﬂ2R()j0 u(r)rdr, (15)

where Ry, a are the major and minor radii (a = b), and r is minor radial distance. In view of
the disparity between ICRF power deposition length scale D and plasma height b noted earlier,
we can set 7, =7, (0) exp (—rz/D?‘) [9] and approximate nj as a constant, with the upper

integration limit in Eq. (15) tending to infinity. We then obtain

W= 2% RyD*ny, T, (0) (16)



Figure 4 shows a comparison between: values of W} calculated for a series of ICRF-
heated JET pulses using Eq. (16), with T (0) inferred from NPA measurements in the manner
described in this paper; and the corresponding measured values of the fast ion energy content
Wiast, deduced from diamagnetic measurements. The dashed line corresponds to Wy = Wiggt.
To evaluate Wp,, we have used Rp = 3.1 mand D = 0.3 m. The proton density np was
measured independently, as described in Ref. [13]. The peak proton tail temperature T, (0) was
obtained from Eq. (12), using measured values of 7| and with Ex = 650 keV. The largest
source of error in Wp, is the proton density np, which varies from pulse to pulse [13]. The
overall experimental errors in Wyag and Wp are shown explicitly for three of the points in Fig.4.
In general, D is a function of PRg: our assumption that D is equal to 0.3 m for every pulse thus
constitutes an additional source of error. Nevertheless, within the fairly broad limits of
experimental uncertainty, it is clear from Fig.4 that our computed values of W), are consistent

with independent measurements of the ICRF-heated ion stored energy.
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Fig.4: Total proton energy W, given by Eq. (16). plotted against the proton energy deduced from diamagnetic
measurements Wy, for a set of JET pulses with various levels of ICRF power. To compute Wy, we have set
Ry = 3.1 mand D = 0.3 m. The proton concentration nyn, varies from pulse to pulse. The peak proton tail
temperature T, (0) has been obtained from Eq. (12), using measured values of T_J_ and with E<=650 keV. The
dashed line corresponds to W, = Wy All the data points are subject to error: for clarity. the error bars on

only a few of the points are shown. The errors in W, arise from uncertainties in ny T,

and D.

This result shows that the inferred 7 (0) is the true tail temperature of the ICRF-driven

proton energy distribution in the plasma. Moreover, as shown earlier, the scaling of 7, (0) with

10



ICRF power density is in accord with the theory of Stix. Nevertheless, the magnitude of 7, (0)
and W), are smaller than those given by the theory as adapted to JET conditions and manifested
in the PION code [10]. Reasons for this discrepancy will be discussed in a forthcoming
publication [14].

4. CONCLUSIONS

We have proposed a simple model which provides a precise physical interpretation of new
ICRF-heated proton tail temperature measurements in JET: the simplicity of the model is in part
a consequence of the fact that the length scale associated with spatial variation of the proton
distribution 1s much shorter than that of every other plasma parameter which affects the
measurements. We have assumed that the perpendicular velocity distribution of ICRF-heated
protons is locally Maxwellian, with a temperature which has a Gaussian radial profile. On that
basis, we have shown that the peak proton tail temperature 7 (0) has a dependence on ICRF
power which is stronger - and more nearly linear - than that of the measured temperature 7,
and, in this respect, is broadly consistent with the scaling suggested by the model of minority
ICRF heating developed by Stix [3]. Moreover, our inferred values of T (0) are consistent
with estimates of the total ICRF-heated proton energy content deduced from diamagnetic
measurements, and therefore 7 (0) is the true tail temperature of the high energy proton
distribution function in the plasma center. However, the magnitude of 7 (0) and W, are smaller
than those given by model calculations adapted to JET conditions. Lastly, these results vahdate
the model of impurity-induced neutralization of MeV protons developed by Korotkov et al.
[1-2] to interpret NPA flux measurements, and are thus encouraging for the development of the

NPA for alpha-particle measurements in forthcoming deuterium-tritium experiments in JET.
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