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ABSTRACT

Comparisons between time dependent simulations and experiments in ion
cyclotron heated plasmas in the JET tokamak have been done. The heating is
simulated with a time dependent code, PION-T. The scenario which has been
analyzed is minority heating of hydrogen at the fundamental cyclotron resonance in
a deuterium majority plasma. For the analyzed scenario both second harmonic
deuterium heating and fundamental hydrogen cyclotron heating take place. For
large power, anisotropic high energy tails will be formed on the velocity
distribution of the resonating ion species. The formation of such a tail on the
deuterium is assessed by monitoring the 2.4 MeV neutron flux from (D,D)
reactions. By taking the difference between two different plasma energy
measurements, which put different weights on the parallel and perpendicular
energy, the anisotropic energy content can be measured. This is compared with
that calculated for hydrogen and deuterium. For low power levels or at the
beginning of the heating pulse good agreement between calculations and
measurements is found supporting that the power deposition is correctly described
and that the fast ions, responsible for the anisotropic energy, slow down by
classical collisions. For large amount of coupled power or later in the heating
phase a clear difference between calculations and measurements is found. This
discrepancy is identified, in the analyzed discharges, to be caused by finite orbit
effects. By including the width of the drift orbits, good agreement between

simulations and experiments is obtained also for the high power cases. Fast ions



have earlier been seen to be expelled from the centre of the plasma in connection
with sawtooth crashes. By studying the rapid changes in fast energy content in
connection with sawtooth instabilities we find the reduction to be consistent with
that about 40% of the fast ions are expelled from the central region to the outside

of the g=1 surface and that prompt losses are negligible.

INTRODUCTION

During recent years, ion cyclotron resonance heating (ICRH) has developed into a
reliable heating method for large tokamak plasmas. Modelling of ICRH has also
developed to include time depended calculations [1] and effects of real drift orbits
[2] i.e. effects caused by that a drift orbit does not coincide with a single flux
surface. In this paper we show that the present theory is in good agreement with

JET ICRH experiments.

The modelling of ICRH can be broken down into three main parts: coupling of the
wave into the plasma; propagation and absorption of the wave in the plasma; and
the evolution of the velocity distribution of the resonating species. Wave
propagation and power absorption are often calculated with ray tracing codes [3,4]
or global wave codes [5-7]. The velocity distribution is either calculated with
Fokker-Planck codes [8-10] or by using orbit following Monte Carlo codes [11].
The coupled wave spectrum depends not only on the geometry of the antenna but
also on propagation and absorption of the waves. The absorption depends on the
velocity distribution which in its turn depends on the absorbed power. Thus, the
three problems should be solved self-consistently. In principle this can be done by
coupling a global wave code with a Fokker-Planck code or a Monte Carlo code
and solving the problem by iterations. However, such a combined code require
large amounts of CPU time and is therefore not suitable for routine analysis of
discharges. In order to obtain a code which is sufficiently fast to enable routine
analysis we have instead used simplified models of the power deposition and

velocity distributions. For calculating the flux surface averaged power density we
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use the model described in Refs. [12,13] based on analysis with the global wave
code LION [6]. The velocity distribution which usually becomes strongly
anisotropic due to the preferential acceleration of the perpendicular velocity
component and due to the low collisionality, is calculated using a model of the
pitch-angle averaged velocity distribution and a model for the parallel velocity
distribution. These models have been bench-marked against the bounce-averaged
Fokker-Planck code BAFIC [10]. By using such simplified models, the ICRH
power deposition can be practically modelled and compared with experimental
results. A time dependent code called PION-T, based on these models, has been

developed [1].

A major difficulty which appears when validating theory by comparing it with
experimental results is that direct measurements of power deposition and velocity
distributions are not normally available. Various methods have been developed for
measuring the power deposition e.g. by measuring the time derivatives of the
electron temperature after sawtooth crashes [14] or by modulating the power [15].
Because of the similar time scales for indirect electron heating by high energy ions
and for transport processes, these methods require that the transport is modelled
too, making them more ambiguous. In case of discrepancies it may be difficult to
determine whether it is the heating or the transport which deviates from the model.
The transport processes are also less well known. Therefore, these methods of
measuring the power deposition are more suitable for studying direct electron
heating, which occurs on a much faster time scale, for which the heating response

can be separated from the transport.

If the density and the temperature profiles of the electrons and the ions can be
measured, quantities such fusion yield and anisotropic energy content of the
heated ions can be used for validating ICRH codes avoiding the problem with
uncertainties in the transport processes. The fusion yield can be obtained by
measuring gamma radiation or neutrons from fusion reactions involving the

resonating ion species [16]. The anisotropic energy content can be obtained by
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combining signals from different diagnostics measuring the plasma energy
content. This is possible since the weight put on the parallel and perpendicular
energy content varies between the diagnostics. Owing to the relatively few
measured quantities which can be compared, different power depositions and
velocity distributions could give rise to similar values of these quantities. By
comparing different heating scenarii with different power deposition profiles,
possible discrepancies between existing models and experimental results can be
discovered. Previously the calculated fusion yield due to (He3,D) reactions and
fast energy content have been used to validate the PION code for steady state
conditions [18]. The version of the code used for these calculations provided time
independent self-consistent solutions of the power deposition and velocity
distribution during ICRH. Good agreement between theory and experiments was
found when steady states were reached at moderate power levels. These results

were consistent with classical slowing down of high energy ions on electrons.

Often the discharges are too transient to be modelled with a steady state code.
Equilibriation of the absorbed power during ion cyclotron frequency heating
occurs on multiple time scales, electron heating via high energy ions take place on
the time scale of fast ions slowing down on electrons. For typical JET parameters
this time scale is of the order 0.1-1.5s and is comparable with that of the energy
and the particle confinement times on which the equilibrium parameters evolve. By
making time dependent simulations of discharges where power or equilibrium
quantities change on the time scale of the slowing down time or faster we can
obtain further information to be used for validating the codes and the underlying
ICRH theories. With the time dependent PION-T code it is possible to compare
the time evolution of fusion yield and fast ion energy content with experimental
measurements in particular in connection with transient phenomena such as
sawtoothing. The rapid reduction of the fast ion energy content after a sawtooth
crash is analysed with the code. By calculating the energy distribution of the

resonating ions we have found that the change in fast ion energy can be explained



by slowing down of fast ions having been expelled from the centre of the plasma
to the outside of the q = 1 surface. Because the expelled ions collide with colder
electrons the slowing down becomes much faster which reduce the energy of the
high energy ions. These results are consistent with earlier results that a fraction of

the high energy ions are expelled from the centre after a sawtooth crash [18].

In this report we compare results from the PION-T code with experimental results
for minority heating of hydrogen at the fundamental cyclotron frequency in a
majority deuterium plasma. The physics of this scenario is complicated by the fact
that the hydrogen resonance coincides with the second harmonic resonance of
deuterium. Both the hydrogen ions and the deuterium ions will therefore absorb
the wave power at the same location. The partition of the absorbed power between
these two species is sensitive to the hydrogen concentration. For the second
harmonic deuterium absorption to be strong, a high deuterium temperature is
required since it is a finite gyro radius effect. For low hydrogen concentrations the
deuterium ions will be directly heated by the wave and a high energy tail formed
which can enhance the neutron yield originating from (D,D) reactions. The second
harmonic tail formation can then be assessed by monitoring the 2.4 MeV neutron
flux and comparing it with the thermal yield. Because of the difficulties of getting
rid of hydrogen and the requirement of a high deuterium temperature second

harmonic heating of deuterium is rather sparsely observed.

Since the cyclotron heating acts preferentially in the perpendicular direction in
velocity space a large fraction of the heated ions becomes trapped in wide banana
orbits for high power densities. The assumption that the heated ions stay
approximately on a flux surface then no longer holds. When comparing the
calculated fast energy content with measurements we obtain good agreement for
low power levels using a Fokker-Planck code without finite orbit effects. For large
power levels we obtain a clear deviation, in particular in the later phase of the

heating pulse when the tail is fully developed. When the finite deviation between



the drift orbits and flux surfaces are included we obtain good agreement for higher

power levels as well.

MODELLING OF POWER DEPOSITION AND VELOCITY DISTRIBUTION

The power deposition depends on the strength and polarization of the wave field as
well as on the local absorption. The latter depends on the velocity distribution
which in its turn depends on the power deposition. Hence the power deposition
and velocity distributions should be solved self-consistently. For steady state
calculations in the absence of orbit effects this was done by iterating the power
deposition calculated with a simple model and using a Fokker-Planck code solving
the steady state velocity distribution [18]. Here we use a similar procedure but
with a Fokker-Planck code solving the time dependent velocity distribution which

can also include the deviation of a drift orbit from a flux surface [1,2].

When calculating the power deposition the antenna current is Fourier decomposed
in the toroidal direction. The power deposition is then calculated for each toroidal
mode with a model, where the power deposition i1s determined by the single pass
absorption coefficients along the cyclotron layer and the averaged parallel velocity
of the ions [12,13]. The model can then be used to calculate the power deposition
for a non-Maxwellian velocity distribution. It also takes into account electron
absorption by electron Landau damping and transit time magnetic pumping. The
power deposition model has been compared with the LION code and good
agreement is found [12,13]. Regarding the details of the power deposition

calculations we refer to previous works [1, 2, 18].

Assuming the drift orbit of the resonating ions to coincide with a flux surface the
velocity distribution during ICRH can be obtained by solving a Fokker-Planck

equation including a quasi linear RF-operator.
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where C is the collision operator and Q the RF-operator. The velocity distribution
becomes highly anisotropic for large velocities. This is because the collision
frequency decreases with energy and that the cyclotron absorption preferentially
heats the ions in the perpendicular direction during intense heating. In spite of the
large anisotropy it turns out that the pitch-angle averaged velocity distribution is

well described by the solution of the following equation [19],
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and K is proportional to |E+|2 [19]. By keeping the Bessel functions unexpanded
we take the gyro orbit corrections to all orders into account, which is of
importance when the gyro orbits becomes comparable to the wavelength. The
Coulomb diffusion coefficients o and B derived by Spitzer can be found in Ref.
120,21] for ions colliding with Maxwellian ions and electrons. The changes in
velocity Avy and Av | refer here to the change in the direction to that the particle

had before the collision.

When comparing isotropic moments such as power transfer to the background

plasma species and fusion yield, calculated with this model of the pitch angle
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averaged velocity distribution and the two dimensional BAFIC code, good
agreement has been found [19]. There are mainly two reasons to why the
approximate equation for F(v) above gives good agreement with full 2D
calculations. First, for low powers the distribution is almost isotropic and Eq. (2)
gives approximately the correct solution to F(v). Secondly, at higher powers most
of the ions are contained in a high energy tail. Since the dominant collision process
for such high energy ions is the slowing down on electrons, the energy of the tail is
approximately given by prpts/ 2, where prr is the RF-power density and tg is the
slowing down time for ion electron collisions [21]. Thus, the energy of the tail is

independent of the details of the RF-operator.

The averaged parallel velocity, with respect to the magnetic field, is calculated

according to the following formula [22]

where

1 2 2 4
per =5 [1+ " ] / [+ G0 + 0]

with v* = 0.5 vy Where vy is the characteristic velocity above which pitch angle
scattering becomes weak [21]. The relation between v* and vy is obtained by
comparing <v“2> calculated according to Eq. (3) and by direct solving the 2D-
velocity problem with the BAFIC code [22]. One might intuitively think that the
velocity distribution will be strongly affected by the presence of trapped particles,
which are not properly accounted for in Eq.(4). In particular as the resonating
ions with the highest energy are trapped and have their turning point close to the
cyclotron layer. Because of the much smaller parallel velocity at the cyclotron layer

than the averaged along the orbit these ions are then expected to absorb more



energy than passing particles. However, it turns out that the influence of this effect

on the absorption strength is rather small [23,24].

The velocity distribution affects the power deposition in two ways: the parallel
velocity distribution determines the Doppler broadening and thereby the radial
width of the resonance layer; the perpendicular velocity distribution is important
for the higher order gyroradius corrections of the absorption. For second harmonic
heating gyro orbit effects enters already in the leading order term. These effects
are taken into account by modelling the absorption coefficients as follows. The

absorption coefficient in a planar geometry is given by

a(y) = ZCDTX JIm(E*eE)dx, 4

where the values of temperature and density used in calculating the dielectric tensor
€ are defined by the flux surface \, the magnetic field strength is assumed to be
inversely proportional to the major radius. The geometry is oriented so that the x-
direction is across the absorption layer, z is in the direction of the magnetic field
and Py is the incident Poynting flux. The * denotes the complex conjugate
quantity. In the absence of mode conversion the absorption coefficient for the
various plasma species can be straightforwardly calculated with the WKB method

giving for a Maxwellian plasma
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To calculate the single pass absorption coefficients for a non-Maxwellian plasma

we note that the local power absorption can either be calculated from the dielectric

tensor as
w
Pfa = o Im(E*egE) (6)

or by using the quasi-linear RF-operator Q as
IT]V2 3
Pl= |73 Qlfe)dv. (7)

For an arbitrary velocity distribution we calculate <vj2o> from Eq.(3). The
absorption strength in the power deposition calculation is made to agree with that
of the Fokker-Planck calculation by using the following procedure: calculate the
dielectric tensor, €pq, including absorption to the lowest non-vanishing order in
kiv/w and the locally absorbed power pog for a bi-Maxwellian velocity
distribution with the same density and parallel temperature as the actual distribution
but with the perpendicular temperature equal to the background ion temperature.

We then calculate

Yo =B (8)
and
2 Yaldago/dx]
o= Yol®a 9
Z[daao/dX]
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where pg, is the power absorbed by the actual velocity distribution obtained from
Eq.(7) and agg is the absorption coefficient obtained from Eq.(S) with €yq as the
dielectric tensor. The actual absorption coefficient is then obtained by multiplying
the integrand of Eq.(5) with Yy and replacing Im (k | ) with 7y Im((k)) but still
using €oq, as the dielectric tensor. With this procedure we avoid calculating the

actual dielectric tensor, which is more complicated.

The modification of the absorption due to changes in the velocity distribution is
included in the time dependent PION-T code as follows: at the beginning of each
time step the parameters <v|2¢>, Yo and 7y are evaluated from the distribution
function; a power deposition is produced; k) and the ratio |E_ / E+| is calculated;
the evolution of the velocity distribution is then calculated during each time step
keeping the power deposition fixed; from the velocity distribution at the end of the
time step, i.e. at the beginning of a new time step, a new set of parameters
<2, Yo @and ¥y is evaluated and a new power deposition is calculated; this

procedure is repeated until the end of the calculation.

The effect of that a drift orbit deviates from a flux surface is taken into account in a
modified version of the code called PION-TO. In this version, the collision
coefficients, o and B in Eq.(3), are bounce averaged for each energy over a typical
drift orbit i.e. an orbit, having its turning point close to the cyclotron resonance.
In the calculation of flux surface averaged velocity space moments, such as the
energy density and the collisional power transfer to the background species, the
finite widths of the drift orbits are also taken into account. For further details see

Ref.[2].

SIMULATIONS OF ICRH HEATING ON JET AND COMPARISON
WITH EXPERIMENTAL RESULTS.

In this section we compare code simulations with experimental results for
hydrogen minority heating in deuterium majority plasmas. The two quantities

which we compare with experimental measurements are the neutron yield and the
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fast ion energy content. The enhancement of the neutron yield above the thermal
level can be used to access the tail formation of the deuterium during second
harmonic heating. The fast ion energy content, Wf, is here defined as the
perpendicular energy content in excess of two times the parallel value. This
quantity provides information about the fast ions since, as a result of the
preferential heating of the perpendicular velocity component, an anisotropic high
energy tail is formed during ICRH. It is possible to measure W¢ by taking the
difference between two different measurements of the plasma energy putting

different weight to the parallel and perpendicular energy e.g.

3

W = 1 (Wpia-WMHD) = W1-2W) = W - 3W|| (10)
where

3
Wpia= 5 W, (11)
and

3 3
Wmap =7 Wi+35 W) (12)

Wpia is measured by the diamagnetic loop and Wypp 1s obtained form other
magnetic measurements together with MHD equilibrium calculations. In some
cases there can be a certain offset between these two measurements, which has to
be compensated for. In the absence of ICRH these two measurements of the
plasma energy agrees fairly well [17]. The parallel energy content is dominated by
the isotropic bulk ion distribution and the electron distribution. An enhancement of
the parallel energy of the minority ions above the thermal level appears because of
pitch angle scattering as accounted for by Eq. (3) and because of the variation of
the magnetic field along the particle orbit. However, the perpendicular energy is

the dominating one.
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For calculating the RF-power deposition profile and neutron yield the following
data were used: The electron temperature, measured from the electron cyclotron
emission {25]; the ion temperature, from the X-ray crystal spectrometer measuring
radiation from NiXXVII [26] (Note that the time resolution of the data from the
X-ray cyrstal is not high enough to properly resolve the sawteeth); electron density
from an infrared interferometer [27]); and Zegf from visible Bremsstrahlung [28].
When comparing code calculations with experimental data, the code is set up so
that it takes all its input data directly from the JET pulse file system. The only data
required for the calculations which is not available with reliable accuracy is the
hydrogen concentration. However, we have found that for the hydrogen minority
in deuterium scenario the calculated Wr¢ is not too sensitive to the minority
concentration which is one of the reasons to why we have chosen to analyze this
scenario. On the other hand, the neutron yield is very sensitive to the minority

concentration.

3.1 Comparison between PION-T and experimental results

We start by analyzing discharge #19650, for which we obtain some clear second
harmonic heating, but for which the power per particle is so low that the orbit
effects are small. The influence of orbit effects will be studied in section 3.2. The
evolution of central electron temperature, ion temperature, electron density, ion
density and coupled RF-power are shown in Fig. 1 during the RF-heating phase
for #19650. The vacuum magnetic field at the centre of the plasma chamber was
By =3.1T and the RF-frequency 48MHz. The slowing down time, which
characterize the formation time of the high energy tail, was for hydrogen in the
centre at the beginning of the heating phase tg = 0.15s and at t = 8s it was 0.4s.
In the simulations we have choosen ny/np = 0.06 which has been fitted to give

good agreement with the neutron flux.

The time evolution of the calculated powers, absorbed by hydrogen, deuterium,

electron absorption, and total coupled power are shown in Fig. 2a. The electron
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absorption which only accounts for 10% of the absorbed power takes place by
electron Landau damping and transit time magnetic pumping. Whereas the
hydrogen absorption decreases slowly after t = 7.5 s, the second harmonic
absorption increases throughout the entire heating pulse. This is a consequence of
the development of a deuterium tail which increases the second harmonic
absorption. Because of the high hydrogen concentration the second harmonic
absorption accounts only for about 6% of the total absorbed power. Even though
the power absorbed by hydrogen decreases, the total collisional electron heating
from high energy ions remains fairly constant as can be seen in Fig. 2b, where the
time variation of the power transfers to the electrons and ions are shown. The
reduction of power transfered to the electrons from the hydrogen ions is partly
compensated for by the power transfered from the deuterium tail. The flux surface
averaged power absorption profiles are shown in Fig. 3a at t = 9.4s. The
deuterium absorption profile is more peaked than the other absorption profiles.
The profile of the power transfered to electrons and ions are shown in Fig.3b. The
power transfered to the ions has a profile with a double peak. The highest power
density peak near the centre comes from deuterium heating and the lower flat peak
further out arises from heating by hydrogen. The comparison between measured
and calculated fast energy content is shown in Fig. 4. We note that not only the
steady state value, but also the time evolution of the fast energy content is well
described giving further support for classical slowing down of high energy ions.
To assess how sensitive the results are to the width of the calculated power

deposition profile we compare the results with that for power deposition profiles

of the form
- . 57
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where sy has been chosen so that the modelled power deposition peaks at the
same position as the power deposition calculated by the PION-T code. P(1) is the
coupled power and s, the width. The comparison for different values of the
parameter s = 0.1, 0.2, 0.3 and 0.4 are also included in Fig.4. The self-
consistent calculations is close to sg = 0.2. A more narrow as well as a broader
power deposition profile give a clear discrepancy between the measured and the
calculated fast energy content. Thus, the fast energy content can be used to assess

the accuracy of the calculated power deposition.

Next we compare the calculated and measured neutron flux from D-D reactions. In
the absence of ICRH the measured yield agrees well with the calculated thermal
yield. In the presence of ICRH the yield is about 20% higher than the calculated
thermal yield, i.e. the yield obtained when the deuterium distribution is assumed to
be Maxwellian, see Fig.(5). The thermal yield has a decreasing trend caused by a
decreasing deuterium density and a fairly constant temperature after t = 8.0s. The
increasing discrepancy between the measured and calculated thermal yield seems
only explainable by the formation of a high energy tail caused by second harmonic
deuterium heating. It is interesting to note the very slow time scale on which the
non thermal yield increases. In the code simulation this is a consequence of taking

into account.enhanced absorption due to tail formation.

The partition between the power going to second harmonic cyclotron heating of
deuterium and fundamental cyclotron heating of hydrogen is sensitive to the
hydrogen concentration. The experimentally measured ny/np ratio is rather
uncertain. In Fig. 6 we compare the total calculated neutron yield with the
measured one for hydrogen concentrations of 4% and 10%. The ratio ng/np = 6%
fits the experimentally measured neutron yield best. Lower hydrogen concentration
gives a too large neutron yield whereas a higher concentration gives too low one.

The calculated neutron reaction rate profiles are shown in Fig. 7 at t = 8.2s and
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t = 9.4s. At the earlier time the second harmonic tail formation is small which is
consistent with close agreement between the measured fusion yield and calculated
thermal one. Att = 9.4 s the fusion reaction rate peaks strongly off-axis where the

power density is highest.
3.2 Finite orbit correction for high power densities

For high minority concentrations or low power density the code simulations with
the PION-T code and experiments agree well for the fast ion energy content, as
can be seen in Fig. 8a for discharge #12295. For high power densities or for low
minority concentrations, the deviation between the measured and calculated fast
energy becomes large [29, 30], as can be seen in Fig. 8b for discharge #12298.
For this situation the deviation between a drift orbit and a magnetic flux surface
becomes large. When taking this effect into account, as in the PION-TO code
described previously in section 2, good agreement is obtained which is shown in
Fig. 8. The two discharges are characterized by the following parameters: plasma
current 2MA, vacuum toroidal magnetic field Bp=2.2 T, RF-frequency 32.2MHz.
The density and temperature were slightly different for these discharges, #12295
had a density and an electron temperature at the magnetic axis of 3.2-1019 m-3 and
6.0 keV, respectively, at t = 8.0s and coupled a RF-power of 4.6MW; discharge
#12298 had a density and an electron temperature at the magnetic axis of
3.6:1019m-3 and 7.0 keV, respectively, at t = 8.5s and coupled RF-power of
8.0MW; The corresponding slowing-down times were 0.60s and 0.63s,

respectively.

In Fig. 9 we show the different power transfer profiles for #12298. The profile of
power transferred to the electrons becomes a much broader when the orbit effects
are included. On the other hand, since it is mainly low energy ions with small orbit
widths that contribute, the power transfer profile to the background ions is almost

unchanged. The fusion yields measured by the neutrons are for these discharges
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not sensitive to the finite orbit width because the thermal contribution dominates

completely.

3.3 Loss of fast ions during sawtooth crashes

The agreement between measurements and calculations of the fast energy content
and fusion yield is for off-axis and low RF-power rather good. In particular
during ramp-up of the RF-power and for sawtooth free periods. However, after a
sawtooth crash a rapid reduction of the fast ion energy content is sometimes seen,
which is larger than the calculated one. This can be seen in Fig. 4 for discharges
#19650. The observed reduction of the energy content is larger than the one
predicted by the PION-T code. The calculations take into account the reduction of
the fast energy content after a sawtooth crash caused by the decrease of the
slowing down time due to lower electron temperature, but this cannot explain the
reduction. The deviation may be caused by expulsion of fast ions from the centre
to the outer region where they will slow down faster because of a lower electron
temperature. In order to test this, we assume that a fraction & of the fast ions
inside the inversion radius are expelled after the crash and redistributed just outside
the inversion radius. This is implemented in the simulations in the following way:
Inside the inversion radius the non-thermal velocity distribution is reduced by a
factor o and a thermal distribution is added to compensate for the expelled ions;
between the inversion radius and the mixing radius a non-thermal distribution is
added so as to conserve the total energy content. By varying o and comparing
with experiments we can estimate how large this fraction is. Fig. 10 shows the
comparison of fast energy traces after the crash for discharge # 19650 after t =
8.9s with a = 0.4 as calculated by the PION-TO code where orbit effects are
included. The time variation of the fast energy agrees fairly well. Thus, the
modelling is consistent with that about 60% of the fast energy content in high

17



energy ions remain inside the inversion radius after a sawtooth crash. The
particles lost due to that their drift orbits intersect the wall or limiter either before or
after a sawtooth crash are calculated to be too few to explain the reduction in fast
energy. The flux surface averaged energy density of the resonating ions is shown

in Fig.11 at various time step during the sawtoothing.
DISCUSSIONS AND CONCLUSION

The time dependent PION-T code, which calculates the ICRF-power deposition
and velocity distribution of the resonating ions self-consistently, has been used for
comparing simulations with measurements. The time evolution of the anisotropic
plasma energy, caused by anisotropic high energy tails of the resonating ion
species, and the neutron yield from D-D reactions enhanced by a deuterium tail
caused by second harmonic heating have been compared. The code is based on the
assumption of classical collisional heat transfer to the background plasma species
and quasi-linear RF-absorption by resonating ions. Since the code is time
dependent it is possible to analyse transient phenomena. Both during power ramp
up and ramp down the fusion yield and fast energy content are well described by
the code supporting classical slowing down. A possible faster slowing down or
loss of high energy ions cannot be made compatible with that a larger fraction of
the power is absorbed by cyclotron absorption since only a small fraction of the
total power is absorbed by other mechanisms such as electron Landau damping
and electron transit time magnetic pumping. Having found that classical slowing
down is valid one can vary the power deposition to show that the calculated

power deposition cannot be significantly different from the experimental one.

The second harmonic heating of deuterium is identified by comparing the time
evolution of the fusion yield with the calculated thermal one. The thermal fusion
yield is exceeded with about 20% for discharge #19650. It is difficult to find
discharges with a neutron flux strongly exceeding the thermal flux during ICRH

because a small amount of residual hydrogen are often present which reduce the
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power absorbed by the deuterium. The enhanced fusion yield from second
harmonic heating develops on a long time scale. This long time scale is due to the
change in the power partition as the second harmonic tail develops. The deuterium
absorption increases and the hydrogen absorption is reduced. The higher order
finite Larmor radius terms are found to be important when explaining the time

evolution.

For large amounts of coupled power, so that the calculated power density becomes
high, the agreement between calculated and measured fast energy content becomes
less good which has been reported earlier in [29, 30]. The analysis presented here
shows that this deviation can for many discharges be explained by finite orbit
effects. In particular, the resonating particles heated in the centre of the plasma
achieve so wide banana orbits that they pass through regions with shorter slowing
down times. For particles intersecting the cyclotron resonance further out, this
effect becomes less important because of lower power density and lower electron
temperature. The finite orbit width will reduce the fast energy content due to
shorter effective slowing down times. It gives also rise to a broader power transfer
profile. However, there are discharges for which it is difficult to obtain agreement
even when orbits effects are included. In particular, for discharges with long
slowing down time and high power. Other finite orbit effects such as the outward
drift of the banana orbit and RF-induced diffusion will also reduce the fast energy

content [11,31-33]. These effects are not included in the present analysis.

Noticeable deviations between measured and calculated values of fast energy
content occur after sawtooth crashes in particular after long sawtooth free periods.
This reduction can be explained by redistribution of a fraction of the high energy
ions to the outside of the inversion radius, after a sawtooth crash. By varying the
fraction lost and redistributing it outside the inversion radius we found the
simulation to agree with the measurements if 40% of the fast ions are redistributed.
A possibility would have been that the fast ions are redistributed and then lost by
prompt losses due to their wide banana orbits. However, this has to be refuted
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because of the number of ions having such wide banana orbit are too few to
account for the reduction in the fast energy. The redistribution of about 40% of the
high energy ions after a sawtooth crash is consistent with earlier analysis [18]
where we compared the local electron heating after a sawtooth crash with

calculations.

For ICRH one may expect velocity space instabilities to occur and reduce the
anisotropy. However, this cannot have had any large effect, because the measured
value of the fast energy content is consistent with the code simulations. In case the
tail would have been more isotropic the total energy in the tail would have had to
become larger which would have contradicted the simulations. However, a more
isotropic tail could have been an alternative explanation of the reduction in the
anisotropic tail seen during high power heating. Since the reduction due to orbit
effects was clearly in quantitative agreement with the experiments, we conclude
that a strong anisotropic velocity distribution is maintained during ICRH and
instabilities caused by anisotropy are not sufficiently rapid to significantly

isotropize the velocity distribution.

The orbit effects included in this report are found to be important for high power
densities and long slowing down times giving rise to a much flatter electron
heating profile than when the orbit effects are neglected. This effect can be
important when evaluating the local transport coefficients from the measured
temperature and density profiles, which will reduce the thermal electron diffusivity
in the centre. Since the power transfered to the background ions comes from
resonating low energy ions having small banana widths the corresponding profiles

become less affected.

The most energetic resonating ions have similar or higher energies than the
thermonuclear a-particles, one would therefore be tempted to draw the conclusion
that they will behave similarly. However, there is one main difference between the

distributions, during ICRH the distributions become very anisotropic with the
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perpendicular energy being much greater than the parallel one, whereas the
velocity distribution of the thermonuclear a-particles is expected to be isotropic. In
the case of thermonuclear a-particles the parallel velocity will exceed the Alfvén
wave velocity, global Alfvén waves are then expected to occur which may throw
out these a-particles [34,35]. Because of the lower parallel velocity during ICRH
the same instability should not occur. However, recently it has been predicted that
also a high perpendicular tail should lead to excitation of global Alfvén waves and

possible expulsion of high energy ions [36].
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Fig. 1 Time evolution of the plasma parameters in discharge #19650. Central
electron temperature, Te; central ion temperature, Tj; electron density at
magnetic axis, ng; deuterium density at the magnetic axis np, coupled
ICRH power, PRrr.
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b) collisional power transfer to ions, P¢; and electrons, Pce.
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Fast ion energy content of discharge # 19650 defined by Eq. (10)
versus time, measured and calculated with the PION-T code . The
curves indicated by sp=0.1, s9=0.2, s9=0.3 and s9=0.4 are for the
power depositions profiles described by Eq. (13) with the
corresponding sq value.
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0.7

0.6

Measured
0.5+

W(MJ)
o
w
|

O.Zr

oy
~F
(-]
©
-
o

1.6

1.4

1.2

1.0~

0.8

W(MJ)

0.2

—

1
6 7 8 9 10
t(s)

'y
-+ JG02.71W12
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40% (a = 0.4) of the fast ion inside the inversion radius are expelled.
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