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ABSTRACT .
Inhibition of contamination of the plasma core In JET by edge impurities
during high power heating of deuterium plasmas in limiter cbnfiguration
using fueling is demonstrated. By injecting deuterlum gas during heating,
in the presence of very much larger recycling deuterium flux, a reduction
of more than factor two was effected in nz(O)/Qz, the ratio of central
impurity density to impurity influx at the plasma edge. The reduction in
nZ(D) was obtained without much effect on peak electron temperature and
density. Reduction of plasma contamination by gas fueling was observed
also when hot spots formed on the limiter, a condition that without

simultaneous gas fueling culminated iIn runaway plasma contamination.

Detailed analysis of the experiments ls undertaken with the purpose of
identifying the processes by which plasma contamination was inhibited,
employing standard limiter plasma contamination modeling. Processes which
might produce the observed impurity inhibiting effects of gas injection
include (a) reduction in impurity production at the limiter, (b} increase
in impurity screening in the scrape-off layer, (c) increase in radial
impurity transport at the plasma edge, (d) increase in average deuteron
flow velocity to the limiter along the scrape-off layer. These are
examined in detail using the Monte Carle limiter impurity transport code
LIM. Bearing in mind that uncertainties exist both in the cholice of
appropriate modeling assumptions to be used and also in measurement of
required edge plasma parameters, impurity modeling of changes in nz(0]/®z
by factor two is at the limit of present capability. However, comparison
between LIM code simulations and measurements of plasma impurity content
indicate that the standard limiter plasma contamination model may not be
adequate and that other processes need to be added in order to be able to

describe the experiments in JET,.



Introduction

The increase in Zef of deuterium plasmas in JET in limiter configuration

during high power ion Cyclotron Resonance Frequency(ICRF) and Neutral
Beam Injection(NBI) heating may be attributed to greater impurity influx
due to increase in edge plasma temperature and dengity. Experiments to
inhibit this increase in Zeff by deuterium gas injection during heating
are reported. A prerequisite for such explorations is that recycling be
reduced sc that plasma density control is maintained during fueling. This
requirement is met in beryllium limiter and beryllium gettered carbon

limiter operation in JET during which pumping of deuterium is observed.

Fuel gas injection is simple and is found to be consistently successful
in inhibiting impurity increase in the plasma core during high power
heating. No doubt the amount of gas injected can be made so large that a

reduction in Ze is effected by dilution, while the overall plasma

ff
reactivity is degraded due to lower temperature. This is not the aim of
these experiments. It is to enrich the fuel without Iincreasing ﬁe or

reducing Ti(O) or degrading fusion reaction rate.

Experiments to reduce plasma.contamination by gas fueling

Experiments were performed in deuterium plasmas in toroidal belt-limiter
configuration, in beryllium gettered carbon limiter(C-L) and beryllium
limiter(Be-L) operations. A detailéd account of the experiments has been |
given earlier(1]. For illustration of the simulations two specimen target

plasmas are discussed here, with the feollowing parameters:

C-L operation in which carbon was the main impurity, with B¢=3.2T. I¢=
3MA, n = 4£.5%107°m™>, T (0)=8.6keV, and Z ..=4, with P =5.3MW and
e e eff NBI
P =8.8MW.
ICRF

Be-L operation in which beryllium was the main impurity, with B
1,=3MA, 5634.5x1019m_3. T_(0)=6.5keV, and Z_

¢
P ZBMW.
ICRF

=2.1T,
¢

ffEZ.S, with PHBIESMW and

Fig.1l compares eveolution of ﬁe and Z for two discharges in the C-L

operation. The two discharges were 1d;§:;ca1 in all respects except that
one was without(#19643) and the other with(#19648) gas injection during
ICRF heating, at a rate of =57 mbl/s. The amount of gas Iinjected was
ad justed so that the increase in ﬁe and reduction in Te(O) due to the gas

pulse were minimized. The recycling deuteron flux in #19643 corresponded
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to = 3.7 bl/s. Fig.1 shows that injecting a tiny amount of additional gas
during ICRF heating effected a large reduction in Zeff' Similar results
were obtained also in the Be-L operation. We attribute the reduction in

zeff to reduction of impurity density in the plasma core.

Fig.2 1illustrates the effect of gas injection on evolution of peak
electron, deuteron, and the carbon densities, ne(O}, nD{O), and nc(O)
respectively, for the C-~L operation. Evolution of nb(O) and nc(O} were
inferred from measurements of spatial profiles of visible bremsstrahlung
(VB}[2], from which the Z pp Shown in fig.1 was obtained. A mixture of
principal impurities was assumed, nC:nBe=5:1, inferred from spectroscopic
measurements, For comparison and validation, DC(O) was also deduced from
absolute measurements of spatial profile of soft x-ray bremsstrahlung
emission(SXR), using the same impurity mix as for the VB. nC(O) was also
directly measured using charge-exchange recombination spectroscopy (CXRS)
[3]. Table I summarizes measurements for a pair of shots on carbon
limiters. Although the three measurements of nz(O) differ in absolute
magnitude, they all give the same relative reduction of nz(O) when gas
was injected. Also tabulated are corresponding edge plasma parameters,
inferred from Langmuir probe measurements, which will be used for
analysis and interpretation of these experiments.

Thus by injecting D, at the plasma edge during high power ICRF heating a

reduction in absoljle nC(O) by =1.7 and an increase in nb(O)/ne(O) by
=1.7 was effected, while ne(O) increased by =1.05 and Te(0) decreased by
€0.85. Table I shows that a similar result was obtained also for the Be-L
coperation where nhe(O) was deduced as before from VB, using nBe:nc=40:1.
nBe(O) was measured also by CXRS. Once again when a small amount of D2
gas was injected during heating, a reduction in nBe[O] by =22 and an
increase in nD(O]/ne(O) by 21.3 was observed, while increasing ne(O} by

=1.05 and reducing‘Te(O) by =0.85.

Further experiments with beryllium limiters using higher power heating
showed that sometimes hot spots formed on the limiters, giving runaway
contamination of the plasma. Thig was atiributed to overheating of edges
of limiter tiles culminating in evaporation and melting, giving a large
beryllium impurity source. Contamination of the plasma was inhibited by

injecting deuterium gas at the same time as the high power heating. A



summary of the observations is shown in Table II. An Ohmically heated
specimen deuterium plasma (#22948), with I¢=3MA, was sustained by

deuterium and beryllium influxes @D and @Be, measured using Da(65613) and

Bell(4361A) emissions, giving Ze =1.5. This plasma was then further

3
heated with NBI and ICRF power, causing hot spots to form whereby the

beryllium influx and Ze increased by a large amount. This level of

ff
contamination could be sustained for =1.5s, during which time @83
continuously increased and the D-D reaction rate RDD rapidly declined to

insignificance due to dilution of the deuterium fuel.

When deuterium gas was injected during ICRF heating and with a hot spot
present, #22957, a high D-D reaction rate could be sustained for many
seconds. Although ¢Be increased by a factor 210 compared to that in
#22948 during ICRF heating, runaway contamination was arrested without
reducing RDD. Table Il summarizes observations of #22948 and #22957

during Ohmic and additional heating, with and without gas injection.

This method for reducing central impurity density is a valuable advance,
and because of its simplicity, small cost and effectiveness, it has been
exploited widely during high power heating in JET, in limiter and X-point
configurations. This method is likely to attract increased application
and it is therefore worth while to find out how it works and how to make

it more effective.

Simulation of observed impurity shielding effects

The standard model for limiter impurity behaviour 1s described in its
basic form by Engelhardt and Fenebergl[4]. In the following we examine in
detail simple well known processes which could supposedly give the
observed impurity reduction due to external gas fueling. The different

hypothesis are:

Additional fueling cools the edge plasma so that the impurity production
rate is reduced and the new steady state impurity density in the plasma

core corresponds to a smaller source.

Increased fueling changes the edge density and temperature such that the
impurities are ionized at a larger radius, more effectively retained in

the SOL and thus better screened from the bulk plasma.



Additional fueling modifles edge transport and increases the cross-field

impurity ion outflux, inhibiting impurity penetration to the plasma core.

Additional fueling changes the flow pattern of the background deuterium
plasma along the scrape-off layer(SOL), changing the strength of the sink

action of the SOL for impurities.

We present simulations of experiments described earlier, using a model of
limiter plasma contamination incorporating the above hypothesis, and go
on to demonstrate the inadequacy of the processes listed above alone to

reproduce the experimentally observed impurity behavior.

In (d) the frictional force which drags impurity ions to the limiters,
the sink in this system, is usually the most important force for removing
impurities from the plasma. The changes mentioned in (d} could also be
described as an edge screening effect, but a distincticn is made here

between this effect and those in (b) and (c).

The potential for the above effects to give the observed results is
examined using a 2-D Monte Carlo impurity simulation code LIM (Limiter
Impurity), which is briefly described in the next section. A preliminary
account of this work was given earlier[i,5]. The core impurity level is a
result of a chain of processes, and each step contributes non-negligible
errors and uncertainties, making reliable simulation of central impurity
level to within a factor two at the limit of present ability. This caveat
is discussed in greater detail later but is noted here to emphasize that

conclusions from this type of undertaking must be applied with caution.

Next, the LIM code used in the present work is described. An analytic
model of impurity behavior is described in the following section. In
subsequent sections simulations are performed for pairs of JET pulses
free from hot spots on the limiters, with and without gas injection. The
next section gives results for JET pulses on Be-limiters with hot spots,
but without additional fuel gas injection, followed by a section on
pulses on Be-limiters with hot spots and employing additional gas

fueling. The paper concludes with sections on uncertainties and errors.



The LIM impurity transport code

An initial and substantial reduction in uncertainties in simulation of
plasma contamination can be achieved by reducing to a minimum the use of
derived quantities and relying as far as possible on measured data for
input to modelling. It is very valuable when the plasma background; in
the form of radial profiles of electron temperature and density, Te(r)
and ne(r), is known from measurements for input to the simulation. Ti{r),
and Zeff(r) are also required for input but often not available. Usually
Te=Ti is assumed. In such an interpretive approach, as distinct from a
predictive one, important processes such as feedback on the main plasma
constituents of evolution of impurities, such as changes in Te due to
impurity radiation, are effectively included. Also, by eliminating the
need to simulate behavior of the main plasma constituents, complexity in
modeling of impurity behavior can be tcolerated, e.g. finite impurity ion

thermalization rates can be fellowed.

The LIM code has been described elsewhere[5,6] and will only be briefly
outlined here. It has been developed in the spirit of the Monte Carlo
impurity code work of Brooks[7] and early work by Sengokul8]. The plasma
background is input in the form of measurements of profiles of Te' Ti and
ne. Quantities which were not accessible to measurement, such as deuteron

drift velocity and electrostatic fleld in the SOL, vD+ and Eéo together

with their radial and toroidal variations, are input from sep;rate model
calculations. Measured Zeff can be input so that collisionality is taken
properly into account, although it is also calculated. The limiter and
magnetlic conflgurations are specified. Spatial and energy distributions
of the D+ flux to the limiter are then calculated and, thus also, the
spatial distribution of sputtering and sublimation products. Individual
neutrals are then launched in a Monte Carlo way, weighted by the spatial
distribution of production and with an energy drawn from the Thompson
distribution[9], and an angle to the local surface drawn from a cosine
distribution. Physical sputtering yields are taken from Bohdansky
formulae{10) with Roth’s adjustments{il]. The maximum sputtered neutral
energy is cut-off as appropriate for D+ or for self-sputteringl[i10]. For
the most part it is assumed here that normal incidence ion yields apply,

even though the actual angle of ion incidence to the surface can be



a.

glancing. While for highly polished crystalline surfaces the yield can be
greatly enhanced at oblique incident angles [12,13], for technical grade
surfaces the enhancement is small. The ions are then followed throughout
the plasma until they return to the limiter where the self-consistent

self-sputtering is calculated.

A simple limiter plasma contamination medel

The chain connecting the edge impurity source to central impurity density
consists of three major links: production, edge screening/transport, and
core transport. In steady-state, with toroidally and poloidailly uniform
influx of impurity neutrals and outflux of impurity ions, it can be shown
[1,14,15] that the central impurity density nZ(O) is given by

(A22+ASOL]¢§exp(f)
nZ(O} = eq.1

AD
Pz

Agz is the depth inboard of the last closed flux surface(LCFS) at which

neutrals are ionized, A?Z= Iv;i/ne<¢v>, where |V;| is average velocity of
incident impurity neutrals. A is radial length scale for impurity

S0L
density decay in the SOL, A =(D_t )¥2 where T__ 1s the dwell time

Z soL SOL
of impurities in the S0OL and Dz is cross-field impurity density
diffusivity. f is a scaling factor corresponding to an assumed form of
core impurity transport where the convection(pinch) velocity is written
as vz= —2szr/a2, where r is the minor radial coordinate and a is the
minor radius of the LCFS. Generally f=l1 is deduced for the core. ¢2 is
the rate of impurity atom production at the plasma edge, which is

enclosed by a surface of area AP.

The average impurity density ﬁz is given by an expressiocn like eq.l where

exp(f) is replaced by g where
g = l[exp(f)-11/f eq.2
Eg.1 illustrates the main links connecting ¢2 and nz(O). showing that:

nz(O) is proporiional to the impurity production rate ¢g.



The dependence of nz(D) on edge transport and screening is contrelled
through (A?2+ABOL)' The deeper the neutrals penetrate the plasma before
being ionized, larger Agz, the larger is nz(O}. The longer the ions spend

in the SOL, i.e. weaker the sink action of the SOL, the larger is T oL

A, and therefore nz[O).
The dependence of nZ(O) on core transport is given by the factor exp{f)

for the assumed relation between DZ and vz.

From the above it follows that in a cylindrical plasma of radius a, the

impurity confinement time, defined as Tz=fnz(r)dV/¢g, is given by
0
tz—a(AiZ+ASOL)g/2DZ eq.3

T, is independent of ¢2 and thus its magnitude is a measure of transport
alone. For limiter plasmas the convective term v, is generally effective
only over large distances 0(a); it can often be neglected in the edge
region, a—hgz<r< a+ASGL. Thus if f is set to zero then T, gives a measure

of edge transpori and screening alone.

From the foregoing and as noted earlier we see that there are four ways
in which a reduction in core impurity density nZ(O) could come about due
to increased fueling, according to this standard contamination model.

These are:

Reduction in impurity production, thus reducing influx ¢g.
Increase in impurity screening due to changes in edge conditions, giving

a reduction in A? , T and A___ . An increase in edge T and n_ would
i SOL e e

Z SOL

reduce Agz' Tsm_ would reduce because ions created closer to the LCFS

(smaller hgz) would radially diffuse intc the SOL closer to the limiter.

Changes of radial transport could affect core transport through the term
)1/2

oL

simple model, changing core and edge transport separately would require

exp(f), and also edge transport through D2 and (ths terms. In the
changing f and Dz separately since Dz is assumed to be spatially
constant. In the LIM code, Dz can be varied spatially and the effect of
edge vs. core transport changes can be investigated in that way, as well
as via changes in f.

Changes in the plasma flow pattern in the SOL would change the impurity

dwell time <
SOL



While the LIM code does not use either eq.l or eq.2, or the simplifying
agssumptions underlying these expressions, these relations illustrate the
different links between nz(O) and ¢;. They also show the sensitivity of
nz(O) to the different factors which play a role; for example, that the
effect of changes in Agz or hmm separately aré diluted because the sum
(A22+ASOL) is involved. These expressions serve also in making first
order consistency checks for the code calculations. The code separately
calculates nz(O), ﬁz and T and these quantities are required to satisfy
the condition nZVp S ¢grz, where Vp ;%Jthe plasma volume. The average
depth at which ionization takes place, Aiz' and the average dwell time in
the SOL, TeoL?

and eq.3 to test for internal consistency of the code output. The checks

are also calculated. The latter can be inserted in eq.1

are only first order since uniformity of influx and outflux are assumed

in applying eq.1l and eq.3. whereas the code calculation is free of these.

Simulations of matched pairs of shots

Table I summarizes measurements of central impuriiy density and Langmuir
probe measurements of edge plasma conditions. Beryllium gettering of the
walls effectively eliminated oxygen contamination. These discharges are
thus particularly interesting for analysis because there is virtually

only one impurity species present.

The LIM code simulations used the measured Te(r). ne(r) profiles and
assumed Te= Ti' Physical sputtering by deuterium plus self-consistent
self-sputtering with normal incidence ion yields were used. For most of
the analysis Dz=0.54 mz/s and v, = -ZDZr/a2 were used, based on earlier
analysis of electron density transport{16], assuming that the same

transport coefficients apply to impurities.

The sink action of the SOL on impurities depends on the magnitude and
spatial variation of the plasma flow speed in the SOL Vo, and electric
field in the SOL ESOL, both =along the magnetic field, quantities for
which there are virtually no measurements in any tokamak, but only model
results. For example, a simple 1-D fluid modell[l7] with uniform source
along the SOL tube length, due to cross-field transport across the LCFS
from the confined plasma, gives a nonlinear spatial variation of VD+(y)

and ESO {yv), where y is measured along the SOL. Other models give other

L



y-variations{18]. Virtually all models assume that v, at the limiter
sheath, where the ion acoustic speed cs=¢{k(7TD+Te)/mD]. For impurities
the frictional force associated with VD+ is usually more important than
the electrostatic forces or temperature gradient forces [15,6]. For the
LIM simulations a simple linear dependence on céordinate y was in general
employed for vD+(y) and ESDL(y), with v, =Cq and ESOL= —kTe/ZL at the

limiter, where the connection length is taken to be L=40m.

In the simulations the non-circular toroidal geometry of the JET plasma
was employed. An assumption was made that the two toroidal belt limiters
were uniformly loaded, giving four plasma-wetted surfaces, an assumption
that could not be verified. Thus if the limiters were not equally loaded
there is the possibility that the calculated absclute influx ¢z and
impurity density nz(O) are overestimated by up to factor =2. However,
provided fuel gas injection did not modify limiter power distribution,

the relative comparisons of ¢2 and nZ(O) would remain unaffected,
Change in impurity production rate

As can be seen from Table I, gas injection significantly increased the
edge density without greatly reducing the edge temperature, suggesting an
increase in impurity production rather than a reduction. The simulations,
Table III, confirmed an increase in ¢; due to gas injection. The observed
reduction in nZ(O) therefore implies that whatever process caused this,
it had to do so in spite of an increase in impurity production. Note that
absolute values ¢2 in Table IXX have been corrected by a constant factor
relative to the earlier tabulations[5] to allow for total production at

the limiters.

Impurity confinement time T, and central impurity density nz(O), computed
independently in the LIM code, are given in Table III, showing that gas
injection reduces T, thereby contributing to reduction of nz(O}. This
contribution is canceled by an increase in influx ¢;, giving the net
effect that the measured reduction in nZ(O) of a factor =2 can not be
simulated this way. Also shown in Table III are the simulated average
charge Zlhn of the ion mixture striking the limiter. Due to shorter T

SoL
and T_, Zlim is reduced slightly during gas injection.
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Table IV gives further details of LIM simulation of impurity production.

The deuteron flux ¢D+ was calculated by assuming

¢5+=4°(ZHRL)ne(a)cs(a)sineBAr eq.4
The factor 4 is the number of wetted surfaces, RL=4m is the major radius
of the belt limiter, ne(a)=nuxs and CS{a) are the electron density and
acoustic speed respectively at the LCFS, and BB is the pitch angle of the
magnetic field at the limiter, taken to be a fixed 15° here. A. is the
scrape-off length for the particle flux, A= [7\;1+(2AT)"1]'1. Then ¢;=
YTDT¢D+ where Y&OT is the total sputtering vyield, including self-
sputtering. Particle flux density at the LCFS is taken to be ne(a)-cs(a),
although probably it should be = 1/2-ne(a)'cS{a) {18], thus making the
calculated ¢2 and nz{O] too large by a factor =2, ¢n+ and ¢2 are given in
Table IV. Notice that although, as expected, the yields are not much
affected by gas injection, impurity production increased due to greater

deuteron flux.

Simulations for the average ionization depth of neutrals inside the LCFS

i'.'iz, and the average dwell-time of impurity ions in the SOL %sou are

/2
)

given in Table III, along with Am1=(n T These can be inserted

Z SoL
inte eq.1 and eq.3 to perform a first order consistency check of nZ{O)
and T, If i?z were large, then even if ¢2 were toroidally/poloidally
locallzed, eq.l and eq.3 would be expected to be pgood approximations

since the ions would rapidly spread themselves uniformly around the torus

befeore undergoing much cross-field transport, making the effective influx
0

iz
It may seem surprising therefore that eq.l and eq.3 give close agreement

and outflux uniform. However, for the present cases A is only a few mm,
with directly calculated values of nZ(O} and T, shown in Table V, as if

in using the simulated values of < and ASm_ nonuniformity in source

and sink was taken into account. Sié??ér close agreement between the two
approaches has been obtained in a wide range of other LIM simulation
studies, the agreement breaking down only when X§Z<D, meaning that
ionization takes place well outside the LCF5., Eq.1 is modified when Agz<0
and the term (A] +A_ exp(A] A ) [14]. A
significant discrepancy with the directly calculated values of nZ(O)

)} is then replaced by hso

nevertheless arises when Agz« 0. The computational effort required to

obtain %SOL or nZ(D) directly is the same. One also needs to compute hiz

¥
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6.2

We note from eq.1 that reduction in (A

although that usually requires relatively little computational time. 10*
primary sputtered neutrals, plus associated secondaries, tertiaries, etc.
were launched to obtain the results of Tables III-V. Time steps of 107%s
for neutrals and 3x10 s for ions were employed, requiring 15-20 minutes
of computational time on a CRAY-XMP per case.:The neutral part of the

calculation required only 30-100 sec per case.

A second type of consistency check is that ﬁsz R ¢grz shoulg hold, where
V_ is the plasma volume (Ro=3m, a=1.15m, k=b/a=1.45, Vp£114m ). Values of
ﬁzvp/¢2rz given in Table V are close to one but not exactly unity, the
scatter arising due to Monte Carlo nature of the calculation. The trend
to lie below unity is attributed to the approximate way the non-circular
toroidal shape of the plasma is treated; the code assumes a circular
cylindrical plasma shape and computes n, normalized to one neutral
injected per sec per m2 of plasma surface area. For the tabulated values
of nZ(O) one then multiplies this normalized value by ¢;/Ap where Ap is

the surface area of the JET plasma, Apsl65m2.

To conclude this section, it is reiterated that a reduction of impurity
production due to gas injection is ruled out as a cause for the observed

reduction in nz(O). In fact the impurity source increases.

Edge impurity shielding(without change of transport)

0
iz
this impurity shielding, in contrast to impurity reduction by increased

+A_ )} will reduce n_(0). We call
soL z

edge transport. From Table III we see that the changes in edge plasma
caused by gas injection do, in fact, reduce both hgz and Amm' giving
greater impurity shielding and a reduction in Tz. Table V shows that also
quantitatively these reductions in igz and AEOL fit with the calculated
reduction T, But the increase in Impurity source ¢; offsets the improved
shielding. Consequently, gas injection is calculated to have nearly no

effect on impurity level, leaving nZ(O) unchanged, as seen in Table III.

Note that Ti=Te is assumed in the plasma edge. It is possible that gas
injection causes a greater reduction in Ti than that inferred from the
measured reduction in Te’ causing a greater reducticn in (A22+ASOL) and
nZ(O) than that deduced above. This however seems improbable since the

gas injection amounts to only 5-10% of the total deuterium influx.

12



6.3

In conclusicn, increase in edge shielding is also ruled ocut as the cause

of the reduction in nz(O) observed in the experiment.
Change in transport

It ig trivially clear from eq.l that increasing Dz and/or decreasing the
pinch term £ will reduce nZ(O). The degree of sensitivity is indicated by
eq.1l, and the LIM simulations confirmed this dependence. When Dz was
doubled the calculated value of nZ(O) was reduced by about a factor two.
It was not necessary to change Dz throughout the plasma; doubling Dz only
in a narrow shell {(a-2.5)=r(cm)=a reduced nz(O) by a factor of =2, since
it is only in the region where the neutrals are icnized that the value of
Dz is important. Thus, local increase in impurity density diffusivity in
the plasma edge would be sufficient to produce the observed reduction in
nz(O). Whether or not such reduction occurs must be determined by
measurement of impurity transport near the plasma edge for matching

pulses, with and without gas injection.

Previous experiments have shown that in JET impurity and electron density
transport can be described by the same form of particle flux and with the
same coefficients. Using this fact, one can test for the possibility of
changes in Dz or v, for impurities over longer spatial scale lengths
since such changes should manifest themselves In modifications of the
electron density profile ne(r), assuming that gas injection modifies
transport of electron density in the same way as that of impurities. This
possibility was tested and measuremenis of the electron density profile
ne(r) did not support this hypothesis{2]. Impurity transport was measured
directly using the laser blow-off method[19], but again no evidence was
found fo support the notion that gas injection increased Dz' It is more
difficult to test the hypothesis of changed transport Just at the edge.
It is probable that such changes would influence the SOL as well as the
impurity icnization region just inside the LCFS, making it difficult to

separate the effects.
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In conclusion, while modifications of impurity transport could certainly
simulate the observed reduction in nz(O), no direct evidence is found
that such changes in impurity transport take place upon gas injection. In
view of reobustness of tokamak plasma transport coefficients generally, it
seems unlikely that a small gas pulse would chaﬁge Dz and v, sufficiently
to give the observed impurity behavior. Conjectures have been made I1n

this regard envoking increased edge electrostatic turbulence[21].
Change in plasma flow pattern in the SCL

When there is no net force the sink action of the -SOLAon impurity ions
would. be manifest only through parallel and perpendicular diffusion, to
the limiters and to the walls respectively. With small localized limiters
and large separation hetween wall and LCFS, as happens in belt-limiter
operation in JET, these diffusive sink mechanisms are weak. Additional
sink action in the SOL arises mainly from frictional drag on impurity
ions due to plasma flow to the limiters at speed Ve Measurements of
vD+(y), its magnitude and variation with distance y along the SOL, are
not available. Models exist for predicting VD+(Y) in simple 1-D systems,
and sophisticated 1-D and 2-D simulation codes have been used to make
forecasts of Vi in the S0L[18], all giving the result that near the

limiter v_=& (2kT /m )2
D4 e D+

for T1=Te, but away from the limiter it is
much smaller. Lacking verification, a choice from the foregoing models
would be arbitrary. Impurities released at the limiter experience stirong
forces only near the limiter, and different models for V. would not be
expected to give large variations in magnitude of modeled'nz(O). In the
present work the purpose is to produce a small effect, a factor =2
reduction in nz(D}. To find out if reascnable assumptions about vb+(y)
could simulate this effect is the object of the exercise, and also to
explore whether the experimentally applied changes in gas injection rate

could give rise to the necessary changes in vb+(y).

Results in Tables III-V were obtained by choosing that vD+(y) and tsOL(y)
depend linearly on coordinate y, although such simple profiles are not
given by any SOL model. A simple fluid model [17,22] assuming a uniform

particle scurce along (y) gives nonlinear relations
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1i/2

]

H(y) = v (y)/e, = [y/L)-117" + [(y/L-1)7>-1]

2
kTD+ M(1+M7)

SOL .
el (1-M%)

L is the connection length and M(y) and Emm(y) are respectively the Mach
number and the electric field in the SOL. This model may be reascnably
realistic for situations without gas injection, where, due to weak
deuterium ionization in the SOL, cross- field transport from the core
plasma would be the principal particle source for the SOL, with the core
plasma being replenished by neutral recycling at the limiters with
ionization inside of the LCFS. The principal difference between the
linear and the non-linear model, in respect of the frictional force, is
that for regions of the SOL away from the limiter the frictional force is
weaker in the nonlinear model. Therefore n, and T, would be larger when
the nonlinear model of Vo, is used in the simulation code. Resulis are
given in Table VI showing that T oL is indeed larger for the nonlinear
model than for the linear one. However, because of the dilution effect of
0 )1/2
iz soL

nz(O) is small and perhaps indistinguishable from noise in the Monte

combining A and ASOL' and because ASDﬂK (T only, the increase in

Carlec calculation.

When gas injection is appiied it could, 1in principle, dominate the
'particle source in the SOL causing the deuterium plasma to achieve sound
speed in the vicinity of the gas source. One might then conjecture that
vmscS and holding this value for the rest of the SOL. This is surely an
extreme assumption, and it will give the strongest credible frictional
sink action. Using this constant model with the assumption that VD+(y)=c5
TooL WS reduced significantly as expected, with a smaller reduction in
nZ(O) and T, as shown in Table VI. Assuming that ’gas off’ corresponds
to the nonlinear Vo, and 'gas on’ to the constant Vo, models and then
simulating the impurity contents gives a reduction of nC(O) of a factor
2.0/2.5=0.8 and nBe(O) of 1.6/2.8=0.57 respectively for the two gas on/
off comparisons. This matches favorably with the measured ratio of =0.7

for carbon and 0.5 for beryllium,
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In conclusicn, it 1is possible to conjecture changes in the plasma flow
pattern along the SOL which would simulate the observed reduction in
central impurity density nz(O]. The exercise invokes extreme, barely
plausible but not impossible, changes in deuterium plasma flow pattern
along the SOL. It is conjectured that gas injection could induce such
changes in flow pattern. Verification requires measurements of vD+(y),
which have not been made. Proposals to overcome this deficiency have been

made[23].

Pulses on beryllium limiters with hot spots

Runaway contamination of deuterium plasmas in JET during high power
heating is attributed to evaporation of limiter and X-point target tiles
(also known as 'bloom’ formation), due to overheating of tile edges and
formation of hot spots. The concomitant fuel dilution is so large that
the DD fusion rate is rapidly reduced to insignificance. The runaway
contamination has successfully been arrested by fuel gas injection, so
that plasma purity is maintained in spite of hot spots on target plates.
In this section we examine the dynamics of plasma contamination when hot
spots are formed, first without gas injection. The bare facts of the
observations are given in sec.2 and Table II. We think that during
heating, in the absence of hot spots, impurity production is mainly due
to physical sputtering giving high energy impurity atoms. When hot spots
form then, due to evaporation, large quantities of impurities are
produced in the form of slow thermal atoms. Sputtered atoms, because of
their larger emission energy compared to that of evaporated atoms,
penetrate deeper into the plasma, Agz(sputtered)»hgz(thermal), giving

greater contamination than an equal number of evaporated atoms.
Contamination efficiency of sputiered and evaporated beryllium atoms

To test this hypothesis LIM simulations of shot #22948 were made. Plasma
contamination was calculated with impurity source due to (i) physical
sputtering by D+ only, and (ii) physical sputtering by D+ together with
self-consistent self-sputtering. This was then compared with that due to
the evaporative source wherein a small region on the limiter, 1icm
outboard of the LCFS, was taken to be a representative hot spot emitting
0.leV beryllium atoms with a cosine angular distribution. Calculations
vwere performed of plasma coniamination due to (i) thermal (evaporated)

impurity source, and (ii) thermal source with beryllium ions returning to
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the limiter surface initiating a self-sputtering cascade. Edge electron
temperature and density used in the calculations are given in Table II
and were obtained from other similar shots. Bulk plasma profiles were
obtained as usual from interferometry, electron cyclotron emission and
Thomson scattering, D2=0.54m2/s and v = —2sz/a2 together with linear
model for VD+(y) and EEOL were assumed. Table VII gives the calculated

average neutral energy €a, T _, and T,

SOL
As expected ¥SDL and T, are very short when the incident impurity atoms
are due to evaporation rather than sputtering. Allowing for effects of
self-sputtering, the hot spot case is calculated to have a contamination
efficiency smaller than that for the sputtering case, by tz/rz’ = 38/11.5

=3.3, close to the measured efficiency ratio <n_>/& /l<n_>/¢& 1'= 2.5.
Be Be Be Be

Table VII also shows the LIM calculated total sputtering yield Y, for
normal ion incidence and allowing for spatial variation of particle flux
and temperature in the edge, for beryllium sputtering by deuterium, with
and without self-gsputtering, giving 0.045 and 0.035 respectively, whereas
the measured value is Y=¢Be/¢n=4x1020/1022=0.04. Although the measured
trends can be simulated many questions remain when absolute magnitudes

are compared. Deviations were found as follows:

Using eq.4 and the measured edge data, assuming four limiter surfaces to
be wetted by the plasma and that the flux density at the LCFS is given by
ne(a)cs(a), the deuterium flux was calculated to be ¢D§1.4x10235"1, very
much larger than the measured flux 510225-1. The deduced sputtered

beryllium flux ¢2 is then also an order of magnitude too high.

If the measured value of ¢2 is used together with the code simulation
value of rz to calculate E%e=rz¢;/vp’ then the result 1s a factor of =4
smaller than the measured nBe. Alternatively, if the code simulation
value of ¢g is used (sputtering case only) EPe is a factor =4 too high.
It therefore appears that the actual deuterium flux to the limiters is
intermediate between that inferred from spectroscopic measurements and
that calculated from eq.4. and measured edge data. Other explanations for

the discrepancy are possible.
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7.2

The LIM simulated value of T, may be compared with that inferred from
eq.3 using calculated wvalues for igz and TeoL {with alteration when
X§Z<D, as discussed earlier), Table VII. Where sputtering is the dominant
impurity source, ~2/3 of beryllium atoms are ionized inboard of the LCFS
and the two values of T, agree well, confirming the effective uniformity
of the influx and outflux. When evaporation dominates agreement between
the two values of T, is poorer, reflecting the fact that most of the
beryllium atoms are ionized in the SOL and that the influx is spatially
non-uniform. This change in uniformity of impu{}ty source in geing from
sputtering to evaporation is indicated also by de the average charge of

Be ions reaching the limiter, Table VI.
Plasma contamination during hot spots inhibited by gas fueling

In #22957, with identical OH heated target plasma as #22948 previously,
fuel gas was  injected at 80mbl/s during ICRF heating with lem¥19MW.
Although ¢ge increased by more than a factor of ten compared to #22948,
runaway beryllium contamination was prevented and the DD fusion rate was
sustained for a long time without reduction. Measured densities and

fluxes are shown in Table II.

As with the earlier studies involving matched discharge pairs, we wish to
understand the mechanism giving such a low contamination efficiency in
the presence of gas injection. The LIM code was employed with similar
assumptions to the last section. Te(a), ne(a), AT and An’ obtained from
Langmuir probe measurements, are given in Table II. Results of LIM
simulations are given in Table VIII. For compariscn the code was run
assuming D+ physical sputtering plus self-sputtering. The value of T, is
reduced by a factor &2 compared with the hot spot case analyzed in Table
VII, which had no gas injection. Thus the experimental observation that
gas injection caused a reduction in hot-spot contamination efficiency by
a factor of =10 was not reproduced in the LIM simulations. The code was
run assuming the constant model for deuterium plasma flow VD+ along the
S0L, which gives the sirongest possible {rictional force on the
impurities, assuming subsonic plasma flow along B. The result was only a

small reduction in Tz from 5.9ms to 4.7ms.
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It thus does not appear to be possible to simulate the strong impurity
shielding effect of gas injection for the hot spot discharges, except by
invoking some change in cross—field transport near the edge. Transport
studies using impurity injection were carried out in these discharges in
order to infer impurity transport in the plasmé core. No modification of
core impurity transport could be associated with fuel gas injection[19].
This still leaves the possibility of changes in the ion transport just at
the edge; injection studies of low ionization state impurities will be

required to elucidate this question fufther.

Reliability limits _

Uncertainty of a factor of two or more is expected in simulation of each
step in the link connecting the plasma edge with the impurity content in
the plasma core. The experimental values of productiion rate are based on
spectroscopic measurements, requiring conversion of absolute intensities,
using theoretical photon efficiencies[24] to infer particle influx rates.
Factor of two uncertainty is expected in these efficiencies[24,18]. In
addition, the photon efficiency is a strong function of the electron
temperature in the emlssion region. Usually this value of Te is only
estimated. In the case of the shots with hot spots this uncertainty could
be particularly large since there is no simple way to establish Te Just
at the hot spot. Indeed, it may even be that the most important hot spot
is not in the field of view of the spectroscopic instrument{19]. The
experimental values of impurity production are therefore in doubt by at

least a factor of two.

Production rates can be calculated from Langmuir probe measurements of
ne(a), Te(a). hn, AT which are subject to substantial experimental
uncertainity, perhaps as large as a factor of two in the case of ne(a),
and laboratory data on sputtering ylelds., Here too a number of
uncertainties arise: (a) aré the limiters uniformly loaded on all four
plasma-wetted surfaces? (b) should one use the laboratory yield values
for normal incidence ions? (c) does Ti = Te in the SOL? (the ion impact
energy is somewhat dependent on Ti) {d} for the hot spots, does the
intense impurity production disturb the plasma locally, partially

shielding the spot from the plasma heat flux?
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Turning to the ion transport it is essential to know Dz and v, for the
impurity species in question, for the discharges being analyzed. Since
the coefficients may be radially varying, we need to know them for both
the edge (a—h?zlsrs(a+ASDL), and for the core regions. Moreover the
coefficients may be different from those for the fuel species. It is also
likely that ion transport is poloidally varying, which would be important
for the edge transport where the source and sink action is poleidally
localized. Impurity injection experiments aimed at measuring the edge
transport should therefore permit poleoidal resolution. None of the
foregoing transport information is available for the discharges of
interest, thereby introducing significant uncertainties in gquantitative
conclusions from modeling. Fortunately, conclusions of the present study
are based largely on comparative rather than absolute impurity densities,

mitigating somewhat the effect of uncertainties mentioned above.
Summary and conclusions

Experiments in JET have shown that small amount of fuel gas injection
during high power heating can substantially reduce central impurity
density, without necessarily increasing plasma density or reducing plasma
temperatures and fusion rate. How does this reduction in plasma impurity
content come about, and is there a distinction between this impurity
control effect and the widely observed tockamak behavior that Ze

ff
decreases with increasing ne?

Four potential explanations for the impurity control effect were analyzed
using the limiter impurity code LIM:

reduction in impurity production rate,

increase in edge shielding due to more superficial lonization,

increase in radial transport, in the bulk and/or edge plasma,

increase in flow in the SOL plasma.

Pairs of JET shots, with/without fuel gas injection, for both carbon and
beryllium limiter configurations, were analyzed. A valuable simplifying
factor characterizing these shots was that due to beryllium gettering a
single impurity was dominant and oxygen was negligible. The LIM code
simulation, assuming physical sputtering only, showed that impurity
preduction actually increased when the fuel gas pulse was applied, ruling

out {a) as a possible explanation. Increase in edge shielding, although
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in the desired direction, was too small in magnitude to explain the
observed impurity reduction, thus ruling out (b). Increase in radial
impurity transport could readily explain the observed reduction, a factor
of twoe increase in D2 in only a narrow regipn at the edge woulq be
sufficient. Changes in Dz at the edge have not been measured, but
measurements have ruled out such changes in Dz in the bulk plasma.
Hypothesized changes in deuterium plasma flow pattern along the SOL, if
pushed to extremes, could produce the observed reduction in core impurity

density; again confirmation of such changes in flow pattern is lacking.

When high power heating was applied in beryllium limiter configuration,
runaway beryllium contamination of the deuterium plasmas was observed due
to formation of hot spots on the limiters and eventual melting, which was
determined in postmortem analysis of limiter tiles. Large increase in
beryllium influx was observed spectroscopically, which then quenched the
DD fusion reaction rate. Fuel gas injection during heating was able to
prevent runaway contamination and loss of fusion reactivity, although the
berylilium impurity production rate even increased. For medium heating
power of =10MW and in the absence of gas injection, LIM code analysis
showed that the reduced contamination efficiency of impurities could be
understood by the small energy of neutrals from hot spots(0.1 eV) in
comparison to that of sputtered ones(10 eV). The evaporated neutrals
penetrate the plasma less before ionizing and are thus better shielded
from reaching the core plasma. Using strong fuel gas injection to inhibit
contamination during =20MW heating, the low contamination efficiency
could not be explained without invoking increases in radial impurity ion

transport or average flow velocity.

Thus the observed strong impurity shielding produced by injection of a
small amount of fuel gas, in the presence of much larger recycling flux,
can be simulated only by invoking Iincrease in radial impurity transport
at the edge, and/or changes in parallel transport due to increase in
deuteron flow in the SOL. Direct experimental refutation of these is
lacking, but there is indirect evidence that increase in edge transport
may be excluded. The required average flow velocity for the latter to be
effective is implausibly large. Thus, in order to be able to describe the
exXperimental observations, it may be necessary to postulate additions to

the processes already considered in the reference model.
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TABLE I

Summary of electron and impurity densities at the plasma center,
electron density and temperature at the LCFS and corresponding
thicknesses of the SOL; for two pairs of neafly identicai JET
shots. One shot in each pair employed a gas pulse to inhibit

impurity contamination.

JET Shot # 19643 19648 20674 20675
Time 9.5s 9.5s ‘11s ils
D2 fuel gas pulse OFF 57 mbl/s OFF 100 mbl/s
Limiter material Cc c Be Be

and main impurity

14 MW 16 MW
ADD
n, (0) 110%°n"%) 5.7 6.0 5.0 5.2
n_(0) (10®n>] VB 5.6 3.8 3.6 1.7
n,(0) (100731 sxm 4.7 3.3 - -
n_(0) [10*®n%1 cxmrs 6.7 4.7 4.5 2.3
n_(a) (1073 7.8 17.7 4 6.7
T (a) leV] 52 52 35 28
A, [mn] 15 11 10 9
A, [mm] 27 19 23 25
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TABLE II

Summary of shots on beryllium belt limiter, with high power heating,
whereby hot gpots formed on the limiter. Comparison is shown between
plasmas without and with hot spots, and a shot with a hot spot where

gas injection was employed to inhibit runaway beryllium contamination.

JET Shot # 22948 22957
D2 gas pulse NO NO : 80 mbl/s
Limiter material Be Be Be

and main impurity

P (MW) 0 10 19
ADD
Hot spots? NO YES YES
<n_> 11033 1.6 2 4
<n > [10%%m 3 1.3 1.2 3.4
<n_> [10%m %] 0.05 0.15 0.2
T_(0) [keV] 9
T,(0) [keV] 5.5

20
@D [107 atoms/s] 100 100 250
o 110°° atoms/s] 4 30 >300
Zoer , 1.5 2.4 2.4
n,(a) (10873 7 8
Te(a) {eV] 100 66
An [mm] 8.2 8.7
AT {mm] 33.1 17
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TABLE III

LIM code simulations of impurity production, impurity confinement time,
and central impurity density, together with additional output on the
average distance inboard of the LCFS where ionization occurs ng, the
average impurity dwell time in the SOL Teor? and the radial length scale
for impurity density decay ASOL. Measured SOL parameters of Table I were

used in the calculations.

JET Shot # ] 19643 19648 20674 20675
D2 fuel gas pulse OFF ON OFF ON
Main impurity C C Be Be
Total impurity production ¢; 110%'/s] 6.1 9.8 1.2 5.6
ng [mm], average ionization depth 3.6 1.1 6.5 2.1
Esm‘[msl, average dwell time in SOL 0.25 0.18 0.51 0.3
_ - 1/2
soL (DLZTSOL] [mm] 12 2.9 17 13
Z . the average charge of 3.39 3.06 2.68 2.44

lim
ions striking the limiters

Impurity confinement time rz {ms] 33 22 43 27

Impurity density n_(0) (108 /m’] 2.4 2.5 2.4 1.9
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TABLE IV

LIM code simulation of primary impurity production by sputtering, and the

energy and lonization of these. Also tabulated is production of secondary

impurities by self consistent self-sputtering, energy and ionization of

these. Measured SOL parameters of Table I were used in the calculations.

JET Shot # 19643 19648 20674 20675

D2 fuel gas pulse OFF ON OFF ON

Main impurity c Cc Be Be

Average energy [eV] of neutrals 11 11 6 5.4

due to D+ sputtering,

(primary impurities)

Fraction of primary impurities 0.62 0.51 0.78 0.72

ionized inside LCFS

Average energy [eV] of neutrals 36 35 16 16

due to self-sputtering,

(secondary impurities)

Fraction of secondary impurities 0.72 0.64 0.79 0.77

ionized inside LCFS

Primary sputtering yield 0.026 0.025 0.068 0.065

Total sputtering yield, Ytot 0.034 0.033 0.079 0.074

Total deuteron flux to limiters 1.8 3.0 0.53 0.76
23 '

¢D+[10 /s]

Total impurity production rate 6.1 9.8 4.2 5.6

o _ . 21
¢, =Y, ¢, [10%/s]
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TABLE V
Comparison hetween nz(D) and T, calculated directly by the LIM code and
that deduced from analytic expressions using subsidiary LIM code output

of i? and A
iz S0

L

JET Shot # 19643 19648 20674 20675

D2 fuel gas pulse OFF ON OFF ON

Main impurity C C Be Be
18_-3 .

nz(O) [107"m 7] directly 2.4 2.5 2.4 1.9

calculated by LIM code

n, (0) [110'%n ] calculated using 2.7 3.1 2.9 2.4

eq.1 with code calculated A._ and A
1Z S0OL

T, fms} directly calculated by code 33 22 43 27

T, [ms} calculated using eq.3 with 33 23 49 32

code calculated A° and A
iz SOL

nzVP / ¢ztz 0.83 0.80 0.92 0.87
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TABLE VI

LIM code simulations of effects of assuming different models for flow in

the SOL on central impurity density nz(O}, average impurity confinement

time Ez, average impurity dwell time in the SOL‘ESOL.

JET Shot # 19643 19648 20674 20675
D2 fuel gas pulse OFF ON OFF ON
Main impurity C c Be Be
n_(0) [10°m"}, linear model 2.4 2.5 2.4 1.9
n_(0) [10"°n °], nonlinear model 2.5 2.8

n_(0) [10"°m""1, constant model 2.0 1.6
;z [ms], linear model 33 22 43 27
T, [me], nonlinear model 32 53

T, [ms], constant model 18 22
T, I[msl, linear model 0.25 0.18  0.51 0.30
TeoL [{ms], nonlinear model 0.44 0.82

TeoL {ms], constant model 0.073 0.14
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Table VII

LIM code simulation of Be-limiter shot # 22948, in which rapid runawvay
contamination of the plasma took place due to formation of a hot spot.
Tabulation compares contamination efficiency of:sputtered and evaporated

beryllium impurity.

Measured T_(a)=100eV, ne(a)=7x1018m‘3, A,=33.1nm, A <8.2mm
A D+ Physical sputtering only

B D+ Sputtering plus self-sputtering

C Evaporation only
D

Evaporation plus self-sputtering

A B C D
Average neutral beryllium 10.5 13.2 0.1 3.2
atom energy Ea[eV]
Fraction of Total Release 0.23 0.19
due to self-sputtering
oL [ms] 0.22 0.24 0.044 0.073
T, [ms] 33 38 4.6 11.5
X2 [mm) +4.2 +4.3 -7.1 -4.9

iz
Fraction of beryllium 0.66 0.65 0.021 0.14
atom ionized inside LCFS
Total sputtering yield 0.035 0.045
T, calculated from ng 33 35 2.5 6.5
and T [ms)
SOL

Average value of 2 2.7 2.7 1.6 1.8

of Be flux to limiters
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Table VIII

LIM ceode simulation of Be-limiter shot #22957, where a gas pulse was
used during high power heating to inhibit runaway contamination due to
formation of hot spots.

3

Measured T_(a)=66eV, ne(a)=8x1018m' , A=17nm, A _=8.7mm

D+ sputtering plus Evaporation plus
self-sputtering self-sputtering
Average energy of Be atom [eV] 10.1 _ 1.7
Fractional total release due 0.19 0.10
to self-sputtering
T__ Ims] 0.36 0.091
SOL
T_ [ms] 34 5.9
z
Fraction of beryllium atoms 0.68 0.097
ionized inside the LCFS
Average value of Z of Be 2.6 1.7

flux to limiters
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Fig.1  Comparison of evolution of 0, Z.e
and T (0) during high power NBI and ICRF
beating, showing the ability to reduce Z .
of the plasma without much increasing n_ or
decreasing Te(O), by fuel gas injection
during high power heating, for beryllium
gettered belt carbon limiter operation.
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Fig.2 Comparison of evolution of peak
electron, deuteron, and carbon densities,
n c(0), nD(O) and nC(O), during high power
heating, showing the impurity shielding
effect of fuel gas injection,for operation
on beryllium gettered carbon belt limiters.
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