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ABSTRACT. This paper gives a scrape-off layer based interpretation of the density limit in
beryllated JET limiter discharges. In these discharges JET edge parameters show a complicated time
evolution as the density limit is approached and the limit is manifested as a non-disruptive density
maximum which cannot be exceeded by enhanced gas puffing. The occurrence of marfes, the manner
of density control and details of recycling are essential elements of the interpretation. Scalings for the

maximum density are given and compared with JET data. The relation to disruptive density limits,
previously observed in JET carbon limiter discharges, and to density limits in divertor discharges is

discussed.

1. INTRODUCTION

In the present paper, the density limit (DL) in
JET beryllium limiter discharges is investigated.
In a series of DL discharges, run on the beryllium
belt limiter with a beryllium evaporation coating
on the walls, it was found that a DL occurred,
being manifested as a resistance to further density
increase, irrespective of the strength of gas puffing
(refuelling limit). The limit always coincided with
the appearance of a marfe [1]. A distinguishing
feature of these discharges was that they were almost
never disruptive, and in many cases the marfe would
extinguish, after which the bulk plasma density would
recover to its pre-marfe value, and the entire cycle
would be repeated one or more times. Figure 1 shows
an example of such behaviour. It was further shown
that the DL was associated with the edge density
rather than the line averaged density [1], similarly
to findings in ASDEX DL studies [2].

The refuelling limit seen in JET is illustrative of
one of several physical mechanisms which may limit

tokamak densities. Basically one has to distinguish
between the classical disruptive density limit (DDL),
where the discharge is terminated by a disruption
when a certain critical density is exceeded, and
non-disruptive density limits (NDLs), which are
manifested as bounds of the accessible density space.
A second important distinction is between cases
where the plasma is detached and cases where the
plasma has full limiter/plate contact when the limit
is reached. In the latter case the limit typically seems
to be a limit of the edge density (1, 2]. Essentially all
cases are found in experiment: In a typical disruptive
limiter discharge, a radiating layer with a cold plasma
edge (detached plasma) develops, which leads to
shrinking of the current channel and subsequent
destabilization of the m/n = 2/1 mode (3] (DDL
without limiter contact). In divertor discharges the
situation may be different, and the plasma may be

in full contact, at least with the outboard target
plates, when the disruption occurs [4] (edge DDL
with plate contact). Finally, the JET refuelling limit
to be analyzed in this paper is a non-disruptive limit



where the plasma has full limiter contact at the limit
(edge NDL with limiter contact).

There are characteristic differences in the physics
underlying the various DLs which impact on the
possible approaches to a theoretical description. For
cases where the plasma is detached when the DL is
reached, the scrape-off layer (SOL) does not play a
role, and the density limiting mechanism is entirely
determined by bulk plasma physics. If, on the other
hand, the plasma is in contact with the limiter/plate
and the limit is an edge limit, the edge density
can be determined by solving the SOL equations.

Of course, a fully self-consistent description of the
plasma boundary requires a coupled model describing
both the bulk and SOL plasmas. However, a purely
SOL-based analysis of the problem is possible if the
boundary conditions at the separatrix/last closed flux
surface! are known. Within the framework of a 1-D
analysis, which contains all the essentiall elements

of the problem, the only boundary condition which

is needed is the power flux across the separatrix,
which can be taken directly, or inferred, from
experiment. Thus, while this approach is inherently
incomplete, it may provide important information,
such as the maximum achievable edge densities, in a
situation where a fully self-consistent treatment is not
available.

Limits on the edge density have assumed an
increasingly important role in the design of next
step devices. For example, conceptual design work
for NET and ITER has yielded clear evidence that
divertor design limitations impose conditions on the
divertor plasma which can ultimately be translated
into a minimum acceptable edge density [5, 6], and
may thus be in conflict with egde DLs.

In the present paper the JET refuelling limit
is interpreted along these lines. In Ref. [7] a SOL-
based model was proposed for the disruptive limit
in an ADEX-type divertor configuration and tested
against the ASDEX DL database. In this paper, we
use a version of the SOL model of Ref. {7] modified
to describe limiter plasma discharges. Although the
modifications are relatively minor, they result in
a qualitatively and quantitatively different picture
of the density limiting mechanisms, as compared
with the model for divertor limits. We interpret
the existence of an edge density maximum as being
caused by the appearance of a marfe and specific

1For convenience the term separatrix is applied to both

cases in the following.
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FIG. 1. The density and radiated power oscillation during
a typical beryllium limiter densily limil discharge.

refuelling characteristics. The repetitive nature of
this process and the resistance of the maximum
to refuelling enhancement are also discussed. The
distinction between these discharges and the JET
“carbon machine” DDL discharges described by
Wesson et al. [3] is briefly considered.

2. DESCRIPTION OF SOL MODEL

The two-point analytical SOL model of Ref. [7],
originally formulated for ASDEX-type divertor
configurations, has been extended to limiter cases
by (1) assuming L = L, (L: total connection
length, L,: connection length to the X-point),

(2) extending the model to allow for arbitrary
poloidal distributions of the power flux across the
separatrix and (3) appropriately modifying the
recycling model. Limiter configurations are thus
treated as special divertor configurations.

2.1 Basic model equations

The distribution of the power flux ¢, across
the separatrix essentially determines the ratio of
ns (stagnation point density) and np (limiter



density) (and correspondingly, because of the pressure
balance, that of Ts and Tp). The close link to the
bulk plasma in limiter discharges will generally
prevent strong gradients along the field lines, but
due to the strong recycling around the limiter a
moderate temperature drop towards the limiter has
to be expected, while ng and np will be of similar
size. Within the model this is obtained if a poloidally
constant power flux across the separatrix is assumed.
The TEXTOR limiter tokamak has the diagnostic
capabilities to perform simultaneous measurements
of ng and np (or Ts and Tp). No systematic
analysis has been reported, but the assumption of a
constant flux seems to be consistent with TEXTOR
observations [8].

With these specifications the basic equations of
Ref. [7] take the form!

nsTs
"D = or (1)
T 32e q1 B (2)
2N 2/7 772\ ~2/7
Tg = 49 04,9, L7 1- Ip (3)
4K A Ts

7TLqy L
§KE— = {(1 - Pezh)ca(TD)nD + /0 szimP

+ 1Tpes(Tp)np (4)

Here A and Afg are the temperature and power
SOL thicknesses, respectively. ¢, is the mean
power flux across the separatrix. £ and v are the
mean ionization energy of neutrals and the sheath
transfer coefficients, respectively. P, is the exhaust
probability of a recycling neutral, and ¢,(Tp) is the
ion sound speed. a4, characterizes the poloidal
distribution of ¢, ; oy, = 1/2 for the choice made
for the power flux distribution [7]. Bohm diffusion is
adopted for perpendicular SOL transport (ap, = 1).
Equation (1) is derived from the momentum
balance equation. Equations (2) and (3) follow
from local analysis of the SOL power balance,
while Eq. (4) is essentially the global power balance
equation at the target. The terms on the right-hand
side of Eq. (4) are the loss terms associated with
ionization and impurity radiation and with the power
flux into the sheath region. For detailed discussion of
Egs (1) to (4) see Ref. [7].

1The units are cgs units except where otherwise stated.

In Eq. (4) we have suppressed several terms
which are mainly associated with the energy transfer
by neutrals and approximately cancel. On the
assumption that most neutrals perform at least one
charge exchange reaction before hitting the wall
(this being a natural assumption for typical limiter
shapes), these terms would be

3 RE(6Tp)
s - - 6T ———=~
C (TD)nD[QTD 6 DRN(GTD)

“m)| ©

Here the first two terms describe the energy
transferred to the SOL plasma by neutrals coming
from the limiter during their first charge exchange
reaction. The incident energy of an ion hitting the
plate is E; = 6Tp [9], and E;Rg/RnN, where Rg and
Ry are the energy and particle reflection coefficients,
is the mean energy of a neutral coming from the plate
[10]. The third term describes the energy needed to
heat the electrons up to the local temperature Tp
after ionization and the last term is associated with
the power transfer of neutrals to the wall. Typically
one has Rg/Ry =~ 0.5, independently of incident
energy [10]. For the P.;; values occurring in this
study (Pezn < 0.3) the contribution from Eq. (5)
therefore lies between —0.4¢,(Tp)npTp and 0 and
is only a small correction to the last term of Eq. (4)
(7 ~ 8) and can conveniently be ignored.

A more convenient form of Eq. (4) has been
derived in Ref. [7]:

7\V/16 ra0. 1 \S/16 s 1 \3/8
s=(2) () (§a)

3/8
) Bf/lsqils L Tp 7/2
L1716 Ts
» T11)1/32
X L 11/16 (6)
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Ty

3
+'2’TD(1 = Pezn) + 2TpPeyp, (1

where ¢,(Tp) = ET}J/ ?. In many cases all other

dependences except the explicit Tp-dependence can
be approximately ignored in the right-hand side of
Eq. (6), and one has an explicit expression for ng
versus Tp which gives some insight into the general
solutions of Egs (1) to (6), which are otherwise rather
implicit.
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FIG. 2. Slab model for recycling

in a limiter configuration (poloidal
cross-section view). | is the
characteristic length of the recycling
zone.

Other SOL related quantities can be expressed
in terms of the basic variables np, Tp, A, Ts and
ns. An important derived parameter in the following
discussion is the gas throughput, which, within the
model, is given by

N= QWRDnDC,(TD)APe,;h (7)

where Rp is the plate/limiter radius.

2.2 Recycling

Recycling is described by P,y in Eqs (4) and
(6). A slab model according to Fig. 2 which includes
fast and slow neutrals is used to evaluate P,.,. The
particle balance for fast neutrals in the region under
consideration gives

npes(Tp)A = €[T)s, + Tf sy + AnpnS;

45T~ T3(1- ) ®)

The left-hand side is the flux of neutrals coming from
the limiter. On the right-hand side, the first two

terms are fluxes of fast neutrals which are “pumped”
by the bulk plasma and the wall, respectively. s, and
sy are the respective sticking probabilities. The third

term describes ionization of fast neutrals in the SOL.
S; is the ionization rate for atomic hydrogen. About
50% of the fast neutrals hitting the wall are reflected
with nearly full energy, while the rest are converted
into slow neutrals which return as molecules with
an energy corresponding to the wall temperature
(10]. This sink for fast neutrals is described by the
fourth term. Slow neutrals hitting the bulk plasma
are absorbed or reflected. In the latter case they
have performed at least one charge exchange reaction
and hence return as fast neutrals. This source of fast
neutrals is described by the fifth term.

By analogy one obtains for the slow neutrals the
balance equation

1 s
{0l = €T; + T}s, + Anpni Sy (9)

Here it is implicitly assumed that low-energy
molecular hydrogen essentially dissociates in the
temperature range of interest [11].

Adding Eqs (8) and (9) yields

npcs(Tp)A

= {[(T] +T2)sp + (TL, + T3, )s0 + Anpn{Si] (10)

In order to evaluate the particle fluxes, the
distributions of fast and slow neutrals have to be
known. For fast neutrals we take

7 = Snd(Im(To) + F§4(To)) (1)

where fyr is a Maxwellian and f;{,, =
fm(O(V)V,, Vy, V,). This ansatz takes into account
the annihilation of 50% of fast neutrals at the

wall. For slow neutrals we assume a Maxwellian
distribution with energy 2.2 eV [12]

fP=ngfm(2.2 V) (12)

For the fluxes one now gets I‘{, = 1/6V0fng, rf =
1/3Vnd, T3 = 1/4Vgng and T, = 1/4Vgn},
where Voj /* are the mean velocities of fast and slow
neutrals, respectively. With this information Eq. (9)

provides a relation between n({ and n}
3 W ( 4A)
f s 70
ng =cng—7 |1+ 8w+ — (13)
o270/ Y

where A} is the ionization mean free path for slow
neutrals.



Finally, after some elementary algebra, one gets
from Eqs (10) and (13)

4T +T3)s0

Pezn = Anpe
1
= 7 (14)
14 1+p s,  4+6pV7/Vy 1 SiAnp
14+2ps, 14+2p sw Vg

where p =1+ s, + ASinp/Vy.

For the beryllated JET discharges considered
in this study s, = 0.1is adopted. s, is nearly
independent of the energy and angle of incidence, and
hence the same value can be taken for fast and slow
neutrals.

In order to estimate s,, we consider a beam of
neutrals with a mean velocity Vj corresponding to
Tp which enter the bulk plasma in the z-direction.
They diffuse under the influence of charge exchange
reactions and ionization according to (see Ref. [7])

8 d
5= (Do 6"0) +npneS; =0 (15)

where Dy = 1/3VpA ., and A.; is the mean free path
for charge exchange reactions. (For the origin of the
factor 1/3 see, for instance, Ref. [13] and note that
charge exchange neutrals have an isotropic angular
distribution in the laboratory frame.). With constant
temperature T = Tp assumed, Eq. (15) has the
solution

no(z) = nge™%/ (16)

where A2 = 1/3).;\; and ); is the mean free path for
ionization (7]. It thus follows that

Sp = Bno(O)e/Vo of = \/_

A neutral particle adopts the energy corresponding to
the local temperature after its first charge exchange
reaction. This justfies the use of s, according to
Eq. (17) for fast and slow neutrals that was made in
the above consideration.

In Fig. 3, P, is given versus Tp for two
extreme densities and a typical SOL thickness,
which illustrates that it is essentially a function
of temperature. The sharp increase of P, for
temperatures below about 10 eV is due to the strong

Si(Tp,np)
ca:(TD)

(17)
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FIG. 3. Ezhaust probability P.zp versus Tp for two
different densities. s, = 0.1 and A = 2 ¢m in both
cases. For S; and S.; the model expressions of Ref. [7]
are used.

decrease of the jonization rate S; in this regime [12].

2.3 Impurity radiation in the SOL

The discussion of impurity radiation in the SOL
is based on a simple model proposed in Ref. [7] for
the ASDEX tokamak. It reflects the fact that in the
presence of typical medium-Z, recycling impurities,
radiation comes from a thin layer of thickness £ in
front of the plate/limiter and that, for not too low
temperatures, Qimp X NMeNimp holds, independently of
temperature. Hence in this approximation one has

L
/0 szimp (o8 7impn2D£ (18)

where v;mp is the impurity concentration.

The width £ of the radiating zone should be
independent of the configuration and there is also
no indication of impurity concentrations in a limiter
SOL being considerably higher than in a divertor
SOL. However, the densities at the limiter in the
JET discharges are much lower than the divertor
densities in comparable ASDEX discharges (see, for
instance, Table I below and Table II of Ref. [7]). This
is elucidated by the scaling of np with respect to
L,qi,Tp and a,,,

L5/184 7/8

T
Tp'* e

np X (19)

which is obtained from Eqs (1) to (4) by retaining
only the dominant third term in Eq. (4) and



assuming (1 — (Tp/Ts)"/*)~%/7 ~ 1. Thereis
only weak impact from the difference in L and a4, .
However, the Tp values at the limit are typically
somewhat higher in JET (~ 10 eV, see below)
than in ASDEX (= 5 eV, see Ref. [7]). Also ¢, is
lower in JET than in ASDEX. While typical ratios
Pheat/Opiasma (Optasma the plasma surface) are
similar, the bulk plasma radiative fraction near
the limit is much higher in JET discharges under
consideration (= 75% ) than in ASDEX divertor
discharges (~ 40%, see Ref. [14]).

In ASDEX impurity radiation provides only a
small fraction of the energy account in the SOL (7],
which is further reduced in JET by more than an
order of magnitude. Impurity radiation losses in the
SOL are therefore completely negligible in the present
analysis.

Though small, impurity radiation losses are an
essential element in the model proposed in Ref. [7] for
the DDL in ASDEX. The further drastic reduction of
these losses in JET is one reason why this mechanism
is not effective in JET (and probably other limiter
discharges). These aspects will be reconsidered in
Sec. 6.

2.4 Options for solving the basic equations

With P, from Eq. (14), Eqs (1) to (4), plus
definition equations for, say, n derived quantities,
provide 4 + n equations for the 6 + n variables ng,
Ts,np, Tp, A, q1 and the n derived quantities. Any
two of them can be specified to determine the rest. In
this study the following four options are applied:

(i) np and Tp are given, while ¢, , ns, Ts, N, etc.
are calculated. This option is used to interpret
limiter probe measurements of np and Tp.

(ii) g1 and ngs are given. This option is used to
describe the slow, quasi-steady-state density
ramp-up phase, when the radiated power (and
hence ¢, for given heating power) is essentially a
function of ng (see Sec. 2.5).

(iii) N and q, are given. This option is used to
describe the marfing phase, when one has
typically decreasing ¢ at constant N.

(iv) gL and Tp are given. For sufficiently high Tp so
that P,.5 << 1, Eqs (1), (2), (3) and (6) can be
approximately solved in terms of these variables.
This feature will be used to derive scaling
relations for n'¢%* in terms of conventional global
parameters from Eq. (6).

2.5 Bulk radiation

In terms of external parameters, ¢, is given by

P;
q1L = T’47I'2GR\/E (20)
where « is the plasma elongation and 7 takes into
account asymmetries in the distribution of the power
flux between the inner and outer divertor channels as
observed in experiments. P;, = Pheqt — Prad — W is
the power to the SOL. Throughout the rest of the
paper we take W ~ 0 so that P, is also the net
input power to the bulk plasma. This approximation
is certainly justified during the quasi-steady-state
ramp-up phase. After the onset of marfes a small
boundary zone shows rapid variation (see Sec. 3),
but it contains only a small fraction of the internal
energy. Direct measurement of 114 supports this
approximation.

Within the SOL model ns and ¢, (or
equivalently P;,) are independent parameters. In
a real discharge, it is the time evolution of P4,
which is explicitly prescribed, while P,,4 evolves self-
consistently. Under quasi-steady-state conditions P.q
is mainly a function of density. This relation between
density and ¢; provides an additional constraint for
the SOL solution space.
A simple, widely accepted model for the power

radiated under quasi-steady-state conditions from the
bulk plasma layer is

Prad = Crad(Zess — 1)n% (21)

where Z.;y is some mean value and C,,q4 depends on
the device parameters and the dominant impurity.
Equation (21) implicitly assumes a stiff correlation
between the density at the first or second radiation
maximum of the dominant impurity and ng (profile
consistency). When calibrated with bolometric
measurements Eq. (21) gives a reasonable fit for the
class of discharges considered in this study (Creq =
9.6 x 10726 [MWcm®]). Of course, this simple model
breaks down when marfes occur or when the situation
is no longer quasi-steady-state.

It is frequently observed that Z.;; — 1 decreases
linearly with increasing density during a discharge,
corresponding to an approximately constant impurity
content. Hence one has also

Prad >~ éradnS (22)
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FIG. 4 Position of JET belt limiters and limiter
Langmuir probes (schematic). The hatched area
indicates the part of the SOL considered.

where Cpqq is in general discharge dependent.
Equation (22) is a relatively crude approximation
which is only used for illustrative purpose.

3. EMPIRICAL DATABASE AND MODEL
VALIDATION

The present study is based on a series of forty
JET pulses which form a database for density limit
studies carried out using the solid beryllium belt
limiter and beryllium evaporation. These discharges
covered a wide range of plasma parameters:
12MA LI, 4 MA, 2 MW < Phreat (Ohmic +
NI+ ICRH) < 21 MW, 1.7 < gt < 6.5, and
toroidal field strengths of 1.5 T, 2.3 T and 2.6 T. The
general features of these discharges were discussed in
Ref. [1].

Extensive use is made of data from Langmuir
probes located in the belt limiter facing towards
the inboard SOL (Fig. 4), which, due to asymmetric
power distribution between the inboard and outboard
channels, determines the density limit in edge
based models [7]. We begin by examining in detail
the temporal behaviour of the edge parameters
of a particular discharge and show that all the
features observed in the experiment are described
quantiatively by the model.

Figure 5 shows the time evolution of edge and
related parameters for a typical JET limiter discharge
in the vicinity of the DL. The periodic behaviour will
be considered below. When, for instance, the first

period (t = 48 s to t = 49.5 s) is taken, the following

observations can be made:

(1) The radiated power increases monotonically at
nearly constant input power. Hence the power
flux ¢; into the SOL decreases monotonically.

(2) The plasma temperature at the limiter decreases
continuously.

(3) The plasma density at the limiter runs through a
maximum (at ¢ = 48.8 s).

(4) More detailed inspection also shows that
marfing starts when the limiter density reaches
maximum.

(5) After the onset of marfing the gas throughput
stays approximately constant.

When modelling this behaviour one is faced with
the problem that, while the probe data np and Tp
directly refer to the SOL under consideration, only
the total gas throughput Niot and the total power
crossing the separatrix are measured. Instead of using
Niot and P, as input for modelling, we therefore
start with measured values of np and Tp (triangles
(A) in Figs 5 a) and 5 b)) for the six points P; to
Ps. In a first step the model equations give ¢; and
N;, for the inboard channel! under consideration.
The value obtained for ¢, for the third point P; (at
t = 48.7 s), which is close to the maximum, is then
used to determine 7;,, where 7 describes deviations of
g1 from its mean value as discussed in Sec. 2.5. One
obtains 7;, = 0.214. For the fraction p;, = N,-,,/N,O,
of gas going into an inboard channel we assume
tin = 0.25, i.e. equal fractions of the gas throughput
are attributed to all four channels, which gives a good
overall fit of Ny It is assumed that Nin and pin are
discharge independent and the above numbers are
used throughout the rest of the paper. We also use
these relations to replace the variables g, and N, by
the more intuitive global quantities P;, and Niot in
figures and tables. In order to establish the relation
between ¢, and Pr.q, we use P, = Pheat — Prog and
the experimental values for Ppq:(t) (see Fig. 5 e).
The calculated values for Pr.4 and Nio¢ obtained
in this way reproduce the measured time evolution
reasonably well ((+) in Figs c) and d).

Table I summarizes the modelling results for
points P; to Ps of this series, including parameters
for which no direct experimental information is
available. Most important is that the stagnation
point and limiter densities behave similarly.
Generally, because the connection length is
comparatively short and the poloidal distribution
of ¢, is flat, T's and ngs are closer to Tp and np in
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FIG. 5. Time evolution of relevant paramelers close to the density limit of shot 20845.
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(a) Limiter density (probe data)
(¢) Total radiation (bolometric measurement) (d) Total gas consumption

(e) Heating power

(f) Line average density

(b) Limiter temperature (probe data)

Dots in Figs (a) and (b} represent an average of four measuremenis. An ezceplion is the
interval between 9.9 s and 10.15 s, where a high sampling rate has been used (see also

Fig. 6).



TABLE I. MODELLING OF SHOT 20845°
n P P P P B
np [10%2¢cm~3] 2.1 47 63 8.0 7.8 6.2

Tp [eV] 34 20 17 13 10 88
ns [102¢cm™3] 40 6.7 76 7.9 66 53
Ts [eV] 37 28 27 25 23 21
Pezh 0.14 0.13 0.13 0.14 0.16 0.19

Niot [1021at/s] 21 30 36 43 42 3.6
P, [MW] 25 25 25 23 16 1.1
Proa (MW] 051 1.0 11 15 24 3.0
% Measured values for np and Tp (first two rows) are

used to calculate the other quantities of the table. Niot
and P, are related to N;, and ¢, as outlined in Sec. 3.

limiter discharges than in comparable divertor cases,
respectively.

Information about the power and particle
distribution is very limited. The value of y;, =
0.25 is a natural guess. 7;, can be related to the
outboard/inboard power distribution ratio. From
NinGin + NoutJout = 1/2, where g;,/o,: are the fractions
of the separatrix linked to an inboard/outboard
SOL, respectively, one gets 7,,:. For an arrangement
according to Fig. 4 with g;, ~ 1/3 and g,,¢ ~ 1/6,
Nout = 2.57 is obtained. With these numbers,
the outboard/inboard power distribution ratio
noutgout/ningin is 6.

Limitations in data handling restrict the
sampling rate of routinely performed probe
measurements. For special reasons a particularly
high sampling rate was applied in the second period
of Fig. 5 (9.9 s to 10.15 s), which is expanded in
Fig. 6. In this case modelling is done differently. In
order to avoid any assumption on 7, we calculated
np (+ in Fig. 6 b)) for various values of Tp (A in
Fig. 6 a)) and constant N;,; = 4.2 x 10?! at/s taken
from the preceding example. The agreement is again
remarkably good.

4. DISCUSSION

Now that the potential of the model to describe
the SOL has been demonstrated, it can be used as
a basis for a more systematic discussion. As a first
step we consider ng as a function of P;, and Niot
(ns = nS(P.'n,Ntot)). In Fig. 7, various calculated
Niot = const curves, the bulk radiation constraint
according to Eq. (22) for two different fixed heating
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FIG. 6. Fzrpanded view of the second period of the shot
shown in Fig. 5. + denotes values of np calculated from
measured values of Tp (A) at Nype = 4.2 x 102! at/s

powers, and the trajectory of shot 20845 are plotted
in the ns-P;, plane.

During the density ramp-up phase, when quasi-
steady-state conditions prevail, one moves along the
bulk radiation constraint. In Fig. 7 the radiation
constraint is given for fixed values of Pjeq¢. Actually,
it differs from this simple straight line form since
Py, varies somewhat during the discharge (see
Fig. 5 d)). Curves with growing N are crossed in this
phase. A continuous increase of the gas rate during
density ramp-up is generally observed in experiments.
This behaviour is not simply a consequence of the
increase of the plasma particle contents. Indeed,
almost all gas is pumped during the recycling process,
the fraction going into the plasma being negligible.
The increase of the gas rate instead reflects the
increase of P, resulting from the decreasing plasma
temperature at the limiter (see Table I and Fig 3).

When marfing starts (¢ = 49 s), a sizable
fraction of radiation is determined by the (poloidally
localized) density of the marfe. Furthermore, steady-
state conditions no longer prevail in the bulk plasma
boundary. Hence radiation becomes decoupled from
ns. We know, however, from experiment that P,
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FIG. 7. [llustration of the mechanism leading to a mazimum density. All data result from
stmulations of shot 20845. Thin solid curves: curves of constant gas throughput Nio. Dotted
curves: bulk radiation constraint according to Eq. (22) for constant heating powers Pheq = 3.0 MW
(heating power in Py) and Phoqr = 3.6 MW (heating power in P3). Thick solid curve: trajectory of
shot 20845 (same lime inlerval as in Fig. 5). e are the points considered in Table I.

continues to increase and hence ¢, continues to
decrease, while N ~ const follows from the way in
which density control is operated. Hence, after the
onset of marfing one moves along the N = const
curve in Fig. 7, which is defined by the N value
prevailing at this moment, and ng decreases.

~

According to this picture the density maximum
should therefore coincide with the onset of marfes,
as is actually seen in experiment. The threshold
condition for marfes is reached when locally the
temperature falls to near the value of the first or
second radiation peak of the predominantly radiating
impurity. This is typically the case for limiter
temperatures in the 10 eV range. We therefore come
to the conclusion that the maximum is achieved for
values of Tp in this range (see Fig. 5 and Ref. [15]).

The maximum of ng, resulting in the way
described, is associated with a discontinuity in
Ons/0qy as indicated on Fig. 7. Even though the
experimental resolution is limited, Fig. 5 seems to
support this.

One might suspect that the density maximum
simply reflects the special manner of density control
adopted, and that enhanced gas throughput would
help to maintain ng at its maximum value or even
raise it. Figure 7 clarifies this. For N values above
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the actual value of Ny = 4.2 x 10%! the N,,; = const
curves become very narrowly spaced. Hence even a
slight increase of ng requires drastic increases of the
fuelling rate. This is experimentally observed and has
been described as refuelling limit [16].

The gas throughput N is basically determined
by the exhaust probability P 4(Tp) (see Eq. (7)),
and the refuelling limit must be associated with a
strong increase of P,.,. To elucidate the mechanism,
we now consider ng as a function of Tp and ¢, (or
equivalently P;,) (ns = ns(Tp,q.)) and illustrate
the situation in the ng-Tp plane as shown in Fig. 8.
For constant P;,, the dependence of ng on Tp is only
very weak and a slight increase of ng is associated
with a strong decrease of Tp, which increases P, ;.
The effect becomes particularly pronounced below
about 10 eV, where P,., depends sensitively on
temperature (see Fig. 3). According to the picture
outlined, the refuelling resistance and the existence of
an edge density maximum have separate causes and
their simultaneous occurrence at limiter temperatures
of about 10 eV is accidental.

We can now offer a qualitative explanation of the
cyclic behaviour of the edge parameters. The basic
element is that the rapid decay of the edge density
after the onset of the marfe ultimately reduces the
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FIG. 8. Projection of the SOL solution space into the ns-Tp plane. All data result from
simulations of shot 20845. Thin solid curves: curves of constanl Ny,. Dashed curves: curves of
constanl P;,. Thick solid curve: trajectory of shot 20845. e are the poinls considered in Table I.

density at the marfe radius below the threshold for
the onset of marfes. Once the extra radiation of the
marfe disappears, ¢, increases and ng can recover.
The processes under consideration occur on a time
scale much shorter than the bulk particle confinement
time and therefore strong deformation of the density
profile near the edge has to be expected and the
marfe feels the variation of ng with a certain delay.
This makes it difficult to identify the precise path
in, for instance, Fig. 7. It is, however, confirmed by
experiment that marfes periodically disappear and
that the onset continues to coincide with the edge
density maxima.

5. SCALING RELATIONS

For practical applications there is a need for
simple scaling-type relations for n3%* in terms of
global discharge parameters (a, R, K, By, ¢) and
the net input power P;,. These can be conveniently
derived from Eq. (6) by applying the conclusions
of the preceding discussion. From Sec. 4 we know
that T3 10 eV, where T3 is the divertor
temperature for which ng nZ%%. In this
temperature range we have (1 — (Tp/Tg)"/?)%/% ~
1 (see Table I) and Pz, << 1 (see Fig. 3).
Furthermore, it generally holds that £ = const [7].

~
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With these approximations the scaling of n3%* is
completely determined by the first term in Eq. (6):

6 8
5/

(qR)l/lﬁ

ng® x

(23)
The coefficient of proportionality can be directly
evaluated from Eq. (6). Owing to the weak
dependence of the last term of Eq. (6) on Tp, the
result is very insensitive to the precise value of /%%,
and any value in the range between 5 and 20 eV
gives, within about 10 per cent, the same result.

Numerical solutions of the full set of equations
confirm the approximate consideration. The best fit
is

0.66 10.33
Q_L Bt

ngt* = 12.3—(—q—R)0T (24)
where n7%% is in 10" em ™3, Q) = —“7-4,,2;, = in

MW/m?, B; in T and R in m. Of course, the
coefficient in Eq. (24) depends on the configuration.
Figure 9 gives a comparison of model predictions
with the JET data base. In this database @ is given
instead of ng (which was not available on JET)
and therefore an assumption has to be made on the
ratio i/ng. In these runs /ns = 5.5 was adopted,
where the value of 5.5 was derived by taking ns from
point P3 of Table I and the corresponding measured
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FIG. 10 Same as Fig. 9, but the abscissa is the
toroidal field.

value of 7. It is assumed that #i/ng is a discharge
independent constant.

As Fig. 5 shows, P,,q4 increases very rapidly
near the limit and it is difficult to correlate its value
precisely with the density maximum or the onset of
marfes. Therefore, P,,4 was calculated according
to Eq. (21) instead of using the measured radiation
losses, which results in a better fit. The remaining
scatter is still associated with radiation and mainly
results from the limited accuracy of the Z,s;-data.
Figure 9 shows good quantitative agreement between
experiment and simulation.

Perpendicular SOL transport is one of
the most uncertain elements in SOL modelling
and is difficult to determine directly. In the
present model the B;-dependence of n7** results
entirely from the B;-dependence of the Bohm-
type perpendicular transport adopted, and the
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B;-dependence in Eqs (23) and (24) provides a
good test of this assumption. Figure 10 shows
fi(calculated)/ni(measured) versus B, for the same
database as in Fig. 9. Data are only available for
three different B;-values, but there is no indication
of a deviation from the predicted B;-scaling.

6. COMMENTS ON DISRUPTIVE VS NON-
DISRUPTIVE DENSITY LIMITS

We begin by drawing a connection between
the analysis of the non-disruptive density limit
experiments in JET, performed in the beryllium
limiter configuration and analyzed in this paper, and
the earlier disruptive DL experiments in the carbon
wall/carbon limiter JET configuration, analyzed
be Wesson et al. [3]. In the beryllium case, the
reduction of the edge density subsequent to formation
of the marfe, as described by SOL theory, causes the
marfe to extinguish, while in the C case it does not.
The reasons for this must be found in a quantitative
theory of the marfe itself and are beyond the scope
of our SOL analysis. However, in the carbon machine
case, where P,,q4 continues to increase after the onset
of the marfe, the SOL theory predicts that for the
trajectories shown in Figs 8 and 9, both ng and Tp
go towards zero, leading to detachment. The events
subsequent to detachment, which lead to disruption,
are then described by the model of Wesson et al. [3].
Thus, the SOL-based picture developed in this paper
also describes the transition to detachment in the
carbon machine case and should be regarded as a
complementary part of the full story of the disruptive
density limit in that case.

Secondly, we comment on the existence of local
maxima in the curve ng vs Tp for fixed ¢,. In
Ref. [7] a model is proposed where the disruption is
associated with such local maxima. In this model
the disruption occurs when the plasma is still in
contact with the plates, as seems to be the case in
ASDEX [4]. One might ask whether this situation
may also exist in JET or other limiter tokamaks.

Figure 8 shows that n,(Tp,qy) at constant
g1 is monotonic for the JET discharges under
consideration. The shape of this curve is entirely
determined by the last term of Eq. (6). Besides the
explicit Tp-dependence, it depends on Tp through
P,.; and the impurity radiation term. Noting that
& ~ const and v ~ const, one concludes that in the
ideal limit case, where fOL dzQimp = 0 and P.yp = 0,



a maximum always exists, because ng vanishes at
Tp = 0and Tp = 0. A local maximum arises if
8y in Eq. (17) is sufficiently small. For shot 20845,
for instance, this is the case if s,, is less than about
0.04 (the exact number depending somewhat on P;,).
Impurity radiation losses from the SOL according
to Eq. (18) support the formation of local maxima
and, if the situation is marginal, even relatively
small contributions may help to create a maximum
[7]. In JET beryllium discharges, since impurity
radiation losses are negligible and s,, 0.1, local
maxima certainly never occur. Even in the case of a
carbonized machine with an s,, of about half of that
of beryllium, one seems to be above the threshold.

~

7. SUMMARY AND CONCLUSIONS

The density limit in JET beryllated limiter
discharges shows a number of novel features in that
it is a non-disruptive, refuelling type limit which is
associated with a complicated time evolution of the
edge parameters. The paper quantitatively describes
the mechanism leading to an edge density maximum
and explains the resistance to refuelling and the
periodic occurrence of marfes. A scaling relation for
the maximum density is derived and is demonstrated
to be an excellent fit to the empirical data.

The limit is a bound of the edge density and
the analysis is based on a model of the SOL of a
limiter discharge. Formally, an upper bound for
the edge density results from additional constraints
which restrict the accessible part of the otherwise
unbounded edge solution space. The relevant
constraints are the relation between the edge density
ng and power flux ¢; into the SOL, provided by bulk
radiation under quasi-steady-state conditions, and the
fixing of the gas rate after the onset of marfes.
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