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ABSTRACT

Neutron diagnostics offer one of the most direct ways to obtain information
about the deuteron characteristics in fusion plasmas such as densities and
temperatures. Thus, neutron diagnostics are of increasing importance for future
fusion devices and efforts are being made to improve the present methods for
interpreting neutron signals. Until now, however, the derivation of deuteron
densities as functions of time for non-stationary neutral beam heated plasmas,
i.e. where the velocity distribution of the plasma deuterons is highly non-
Maxwellian and steady-state conditions have not been reached, was only possible
in very few cases with the aid of slow, complex codes. Here, we present a
comparatively fast, time-dependent code for neutron rate interpretation of
neutral beam heated tokamak plasmas which is based on a Fokker-Planck model
for injected ions. The code includes tail-tail fusion reaction rates, which are
important but often had to be neglected since they are difficult to calculate.
Results from the code are presented for test cases in order to illustrate the
time-scales involved in neutron production. Finally, time-dependent inter-
pretation calculations for JET hot-ion mode discharges are presented, and the
results for the inferred dilution np/ng are shown to be in very good agreement
with the experimental data.

I. INTRODUCTION

Neutral beam injection (NBI) has become a widely used method for auxiliary
heating of tokamak plasmas. In large tokamaks such as JET, TFTR and JT-60 it
is one of the main supplementary heating methods with the potential of injecting
more than 20 MW of fast neutral atoms into the plasma (DUESING et al., 1987;
GRISHAM et al., 1985; MATSUDA et al.,, 1987), as compared to 1-3 MW ohmic
power. As a consequence of the injection, the velocity distribution of the injected
ions becomes non-Maxwellian, leading to a strong enhancement of the fusion
reaction rate above the thermal level. Using the measured fusion reaction rate,
e.g. measured neutron rates, it is possible to carry out interpretation calculations
by modelling of the ion velocity distribution and extract plasma parameters
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such as densities and temperatures. For Maxwellian plasmas this is a straight-
forward procedure and recent works report good agreement with results of other
diagnostics (JARVIS et al., 1987; 1989). To treat neutral beam heated plasmas, it
is important to use models which describe the non-Maxwellian velocity distri-
butions with sufficient accuracy. Sophisticated but time-consuming codes, such
as TRANSP (HAWRYLUK, 1980; GOLDSTON et. al., 1981), are used to obtain infor-
mation about the plasma deuterons. These codes attempt to obtain concistency
between all measured plasma parameters within small variations of their values.
However, the computing time needed to evaluate the ion velocity distribution
has to be kept sufficiently short in order to make these calculations practicable
for routine analysis, i.e. for more than a very small sample of experimental
conditions. To achieve this, a simple relaxation-time model, whose application is
restricted to low temperatures, has been used successfully by HUBNER et al.,
(1985), (1988). Others (STRACHAN et al., 1981; HENDEL et al., 1986) used a more
sophisticated but also more time-consuming time-dependent Fokker-Planck
model. However, they reported discrepancies of up to a factor 2-3 between
calculations and measurements in some cases. Then, in a work by WOLLE et al.
(1991), using a fast steady-state Fokker-Planck model, parameter ranges for
interpretation calculations in relation to the errors in the measured input data
could be identified. The results of interpretation calculations were shown to be
in good agreement with measurements and, in particular, the errors of the
evaluated dilution ratios were smaller than those from other diagnostics.

In this paper we present the first results from a code for time-dependent
interpretation of neutron rate measurements. As an application, a number of JET
hot ion mode discharges are analysed. They show that the time evolution of the
inferred dilution ratio np/ne is in good agreement with other independent
measurements.

Furthermore, we illustrate how the different time-scales involved in the evolution
of the deuterium velocity distribution, i.e the ion-ion and the ion-electron
collisional time scales, affect the fusion neutron production.

It is important to include the time-dependence, especially when the background
parameters or the injection power vary on a time scale shorter than, or comparable
with the ion-electron slowing-down time. This is often the case in JET and
other large tokamaks. For these plasmas, a stationary model can substantially
overestimate the neutron rate and can, therefore, lead to discrepancies between
the inferred deuteron parameters and the measurements. The time-dependence is
the main advantage of the present code as compared to the one in WOLLE et
al., (1991) since this extends the range of application to dynamic plasmas or the
early phase of the injection.

The code is based on the time-dependent Fokker-Planck equation including
relevant source and loss terms. In order to make the computation time sufficiently
short for routine analysis, the 2D Fokker-Planck equation is solved by expanding
the distribution in the eigenfunctions of the pitch angle scattering operator.
Thus the problem is reduced to a set of ID parabolic differential equations.



Usually, only the first few orders (typically 4-6) need to be calculated to obtain
a reasonable accuracy. The computing time is therefore fairly short.

We solve the 1D equations with a finite element method since it is flexible and
the boundary conditions are easily implemented. Furthermore, there are no
problems with using a non-uniform grid, which is essential for treating NBI
where the source is rather narrow. The method of solution and the calculation
of velocity moments using finite elements is briefly outlined.

2. INTERPRETATION CODE

The code presented here, called NR-FPS (Neutron-Rate Fokker-Planck Solver),
has a fully modular structure. A software module which is easily adapted to
changes in central data banks or to newly available diagnostics data reads all
the input data. These input data are, exept for the neutral beam depostition
profile, all measured. The latter has to be calculated through deposition codes
which are using the measured data as well.

The local time-dependent distribution functions and the corresponding reactivities
are calculated in the main module. The value of the plasma parameters of
interest, for example np, is then obtained using an iteration technique. There,
the evolution of the distribution function from the previous time-point is
calculated by varying the plasma parameter of interest in such a way that the
measured and calculated neutron rates agree. This agreement is after 3-4
iterations typically better than 1%. It should be noted that the output of an
interpretation calculation comprises, apart form the iterated value of the plasma
parameter, the composition of the measured neutron rate with respect to thermal,
beam-thermal and beam-beam components of origin.

Of course, our code not only allows the determination of plasma parameters
through neutron rate interpretation as mentioned above, but also prediction of
neutron rates and neutron emission profiles. As we have shown in WOLLE and
ErRIKSSON (1992), the agreement between prediction and measurement can on
average be better than 20%, provided the input data are measured with sufficient
accuracy. This compares to a report by CORRIGAN et al. (1992) where an overall
accuracy of approximately 40% for neutron rate calculations from TRANSP or
PENCIL (STUBBERFIELD et al., 1987) was found. This is, however, not surprising
since TRANSP is using the less accurate cross-section data from DUANE (1972)
and furthermore usually only 1000 Monte-Carlo particles are followed in the
Fokker-Planck calculation in order to represent the velocity distribution in 20
spacial sections in the plasma. On the other hand, in the PENCIL code which
uses the more accurate cross-section data from PERES (1979), the taijl-tail
reaction rate is neglected.



3. FOKKER-PLANCK EQUATION

The equation which determes the evolution of the 2D velocity distribution
f(v,u,t) for the injected ions in the presence of neutral beam injection is the
Fokker-Planck equation
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where Ulv,u,t) = v2flvy,t), p = v/, is the pitch angle variable, S is a source
term, L is a loss term and the collision coefficients (see for instance STIX, 1975)
are given by:
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Different models can be used for the loss term. Most common are charge
exchange models or models taking into account both finite particle and energy
confinement (KILLEEN et al., 1986). Sometimes, a simple Gaussian loss term as
reported by ANDERSON et al. (1981) can also be used.

By expanding U(v,ut) in Legendre polynomials P, which are eigenfunctions of
the pitch-angle scattering term, as:

[o6]
Ulvyt) = Zan(v,t) Pn(u), (3)
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the two-dimensional Fokker-Planck equation can be written as an infinite set of
one-dimensional equations for ap(v,t) of each order n. The resulting 1D partial
differential equation for each n is:
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with the boundary conditions
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lima, = 0 and
V00 . _
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Furthermore, kn, are coefficient functions for the expansion of the angular spread
of the injection in Legendre polynomials and . is the particle confinement time.
Eq. (4) now can be solved with our numerical scheme. It should be mentioned
here that the zeroth order solution a,(v,t) is just the pitch-angle averaged
distribution function.



Introducing the following coefficient functions A(x), B(x), C(x) and D(x):
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we can rewrite Eq. (4) more generally as a parameterised parabolic differential
equation of a function Ul(x,t), where U = ap and x = v

U 2l amu+ B} v coou + D, 7
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The method of solving Eq. (7) with finite elements is outlined in Appendix A.

4. VELOCITY SPACE MOMENTS

For our application, it is necessary to calculate the fusion reactivity which, for
a plasma containing ion species of type (a) and (b), is given by:

o © © 1
{ov) = 872 Z z—nlﬁ Ian(v)f b(v’ )an(u)d(u) u du dv'dv (8)
n=0
0 0 -1

as shown by CORDEY et al. (1978), where ap and b, are the nth order coefficient
functions from the expansion of the ion distributions in Legendre polynomials
P, and u? = v2 + v'2- 2vv'y. For the cross-section ¢, new available fit data by
BoscH and HALE (1990) have been used here, since this data provides a higher
degree of accuracy than the cross-section data from DUANE (1972) or PERES
(1979) which are commonly used in other codes.

Many other important moments, which are used for diagnostic purpose in our
code, can be expressed as linear moments of the velocity distribution in the
following form:

@
<g)> = [gwuwp dv. (9)
0
The lowest order moment for instance is the density for g(v) = 1, the second
order moment is the energy content for g(v) = 1/2mv2 and so on.

The equivalent expressions for the above given equations (8) and (9) with the
linear finite elements used in our code are given in Appendix B.



5. NUMERICAL RESULTS

We considered a plasma with T, = T, = 5 keV, ng = np = 2- 10%cm™ and 80 keV
D°-injection with a source rate of Sy = 2- 10'3cm™s™!. In order to resolve the
source term numerically, the delta-function was replaced by a Gaussian. The
injection angle was set to 45° and source and loss term have been balanced. The
calculated distribution function is plotted in Fig. 1 as a function of time. The
power transferred due to collisions is shown in Fig. 2, the total fusion reactivities
for the pitch-angle averaged distribution function and the anisotropic case are
given in Fig. 3 as a function of time for the DD neutron branch.

In this example, the slowing-down time for the ions on electrons is 74 ~ 1.25 s.
Spitzer's critical energy E_, below which collisions on ions are more important
than collisions on electrons, is:

2
A3/2 n}Z 2/3
Ey = 1487 [B: ; A, ] (10)

where A and A, are the atomic masses of the test and j species of field ions, ne
is in cm™3 and T, in eV. The critical energy in our test case is about 93 keV.
The time it takes to establish the velocity distribution below the injection velocity
tee, i.e. the time it takes for a particle to slow down from the injection velocity
to the thermal region, can be estimated from the time-dependent Fokker-Planck
equation. Using the high energy approximation neglecting diffusive terms, we
obtain:

7 (1)

where E, is the injection energy. With the values given above, t,, ® 0.25 s and
more than 90% of the steady-state reaction rate is reached after this time, while
after 2t., steady-state conditions have been reached. In Fig. 4, the neutron rates
due to thermal, beam-thermal and beam-beam neutron production are plotted
vs. time. It should be pointed out here that we define the “thermal” part of the
actual particle distribution by an asymptotic and isotropic Maxwellian at low
velocities and thus artificially splitting the unique particle distribution into two
parts, i.e. "thermal” and "beam"” part. In this sense, the neutron rate and the
reactivities can be split into thermal, beam-thermal and beam-beam components.
Since the beam-thermal neutron production is mostly affected by slowing-down
processes, the steady-state level is almost reached by a time of ¢t... For the
beam-beam neutron production however, the much slower diffusive time scale is
relevant and thus quasi steady-state conditions are reached much later in this
example.

The expression for tg., eq. (11), gives a criterion for when steady-state
calculations are valid. In order to resolve the evolution of the neutron rate on
time scales shorter than the one given by tg ., time-dependent calculations are
necessary.



6. NEUTRON RATE INTERPRETATION CALCULATIONS

To demonstrate the applicability of our method for complicated problems, we
present calculations for the JET hot-ion H-mode discharges #18757, #18768 and
#18589 which have been discussed in some detail before (ADAMS et al., 1990;
BALET et al., 1990; WATKINS et al., 1989). These discharges are part of a series
of experiments performed to optimise the fusion reactivity in JET using intense
80 keV neutral beam injection. To achieve high fusion reactivities, the injected
deuterons have to slow down mainly on ions in order to heat them. This implies
high electron temperatures and low electron densities. Due to the low electron
density, the neutron rate is very sensitive to small changes of the deuteron
density and thus interpretation calculations to determine np/ne-ratios can be
carried out with good accuracy (WOLLE et al.,, 1991). The discharges presented
here cover some range in input power, density and neutron rate and show a
quite different time behaviour for the neutron rate as shown in Fig. 5.

The input plasma data to our calculations comprise the measured electron
temperature profiles from ECE, the electron density profiles from the FIR
interferometer, the previously calculated deposition profiles from PENCIL
(STUBBERFIELD et al., 1987) and the measured ion temperature profiles from
the charge exchange recombination spectroscopy CXRS (BOILEAU et al., 1989).
We furthermore assume carbon as inpurity ion species with a flat Z g profile.
Analysing discharges, we follow the deuteron velocity distribution in time for 11
flux surfaces and iteratively calculate the dilution ratio np/ne from the measured
neutron rates for typically 10-20 time points of interest during the neutral beam
injection phase. These time points have been chosen according to the availability
of measured experimental data. In the cases presented here, the calculated neutron
rates using the obtained dilution ratio after 3 iterations is matching the measured
neutron rates rather accurately. For the above given pulses, this is shown in
Figs. 6-8 where the total neutron rate and its calculated composition with respect
to thermal, beam-thermal and beam-beam production is plotted in time together
with the measurements.

Due to the low density at the beginning of the injection phase for the discharges
#18757 and =18768, the slowing-down time scale is relatively long, which leads
to a comparatively large fraction of fast ions, typically more than 40% of the
density of the injected species. Thus the non-thermal neutron production and in
particular the beam-beam neutron production dominates. The starting density of
pulse =#18589 is about a factor of 2 larger than in the other two discharges,
which leads to shorter slowing-down times and thus a smaller fraction of fast
ions. The beam-beam neutron rate is therefore not as dominating. Instead, the
beam-thermal and the total neutron rates are increasing on a faster time scale.
For slightly later times in the two very low density pulses, with increasing
thermal density, the beam-thermal neutron production starts to contribute
significantly to the total neutron production, while the beam-beam production
however still remains dominating. For the time between 0.8 and 2.0 seconds for



the pulse #18757, 0.6 - 1.0 seconds for #18768 and 0.4 - 1.1 seconds for discharge
418589 after switching on the neutral beam, the deuteron density remains
approximately constant while the electron density is still rising. This leads to
shorter slowing-down times and therefore to a decrease of the fast particle
density to values of 20-40% of the deuteron density. The beam-beam neutron
production is therefore decreasing and most of the neutrons originate from
beam-~-thermal production, in these cases between 60 and 70%. Fig. 9 shows the
contributions of the beam-beam, beam-thermal and thermal-thermal neutron
rates for the three pulses at different time points as a function of the averaged
deuteron density {np). Our analysis shows that for the highest neutron rates,
the beam-thermal fraction is & 60%, the beam-beam part is 2 25% and the
averaged deuteron density is 0.7-1.1-10°m™3.

Finally, Figs. 10-12 show the obtained np/ne-values for the different discharges
as a function of time together with the measured data from the CXRS-
diagnostics and the values obtained from the visible bremsstrahlung Z_g¢
assuming carbon as impurity ion species. Clearly, the different np/ng-traces
agree well which demonstrates the potential of our methods for future plasma
diagnostics. However, the calculated dilution for the time point at 10.0 seconds
in pulse #18589 differs quite from the results of the measurements. A possible
reason for this might be the application of low power ICRH heating. The ICRH
power was linearly rising from 9.5 seconds to 10.25 seconds reaching 1.45 MW,
During the 20 MW neutral beam injection phase, effects of 1.45 MW ICRH are
rather small and can thus be neglected. For the low temperatures in the pre-
beam-phase of the discharge, a small distortion of the deuteron distribution can
have a noticeable effect on the fusion reaction rate. Further calculations with
our code show that a distortion of the deuteron distribution which corresponds
to 0.1 MW NBI heating at 80 keV would reduce the obtained dilution ratio to
the measured value.

With the plasma data of the pulse #18757, the 2D-distribution was calculated
using the first 5 eigenfunctions for 21 time points with 11 points radial resolution.
For each eigenvalue, time and radius point, the fusion reactivity was calculated.
The computation time for this problem involving 1155 Fokker-Planck solutions
and reactivity calculations was 181 seconds on the IBM 3090. As shown in table |,
most of the time (about 86%) was spent to solve the Fokker-Planck equation.



7. CONCLUSIONS

Our fast neutron rate interpretation code allows the determination of plasma
parameters, e.g. deuteron densities, as a function of time from neutron rate
measurents for neutral beam heated tokamak plasmas. The code is suitable for
routine analysis and calculates most of the important velocity space moments.
In the calculations of the neutron rate, the 2D character, i.e. anisotropy, of the
velocity distribution is fully taken into account. For a single time and radius point,
the calculation of the deuteron distribution and the reactivity calculation takes
approximately 0.15 s CPU time on the IBM 3090.

A set of calculations for a test case has been used to discuss the time scales
for the evolution of the deuteron velocity distribution and the neutron production
in the precence of neutral beam injection.

An approximate expression to estimate the time it takes to establish the velocity
distribution was given. These estimated times were found to be in good agreement
with the numerical results. Thus, the approximate expression is useful to
determine for which cases it is absolutely necessary to perform time-dependent
calculations.

As a major achievement of this work, a detailed time-dependent neutron inter-
pretation analysis for JET hot-ion mode discharges has been carried out where,
for the first time, np/ng-ratios have been calculated directly as functions of
time from the measured neutron rates.

The results of our interpretation calculation agree well with the data of other
diagnostics.

Our analysis furthermore shows that for the highest neutron rates in the
discharges considered here, the beam-thermal fraction is about 60% and the
beam-beam part is above 25%. For the early stage in the injection phase, most
of the neutrons originate from tail-tail reactions.

Calclulations for low power ICRH heating in one of the cases discussed here,
shows that the inferred dilution ratios significantly deviate from the measure-
ments. This seems to indicate a distortion of the deuteron distribution, probably
caused by 279 harmonic heating. Thus, for future work, modelling of ICRH
should be included in the interpretation calculations.



APPENDIX A.

There are different standard computational techniques to solve the following
parabolic differential equation:

U 2 tamu+ B} + coou + Do (A1)
ox ox

When using finite elements to solve Eq. (Al), the first step is to express it in a
variational form. Since a functional does not exist for this equation, the Ritz
method to find an approximate solution to variational problems can not be
applied in this case. The Galerkin method, however, provides an approximate
solution to differential equations directly whether a functional exists or not. In
the Galerkin finite element method, the approximate solution is written in
terms of nodal unknowns as:

N
Ux,) = > Uil 0j(x) (A2)
i=1

where Uj(t) are unknown coefficients and @;(x) are finite elements. This equation
can be interpreted as an interpolation of the local point solutions U;. The
finite elements are usually chosen from low-order piecewise polynomials
restricted to contiguous elements. Linear one-dimensional finite elements are
for instance shown in Fig. 13.

By rewriting Eq. (Al) in a variational form according to the Galerkin method its
solution is approximated by a system of N ordinary differential equations for
the N unknowns U,(¢),..., Upn(¢). In vector notation it can be written as:

A’]kjujl + (Kkj + Lk})Uj - I/k = 0 (A3)

where prime denotes the time derivative and M, K, L and V are given by:

)&N /\'N
My = [ 0,0, dx, Kig= [ %f—“{mpj + B:))—fl}dx,
X, X
XN XN
L= [co0,dx, Vi = [ Doy dx (A4)
X1 Xy

Using a Cranck-Nicholson scheme for the time discretisation, Eq. (A3) is approxi-
mated by the following system of algebraic equations:

[ M+ Lotk + Lp Ju ™t = [ My - a6k, + ij)] Upf+ 8evy  (AS)
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where Uj-’ denotes U; at t = t, and At = tn,y - t, With linear finite elements,
one obtains tridiagonal matrices for M, K, L and a vector for V, as given in WOLLE
and ERIKSSON (1992). Thus Eq. (A5) can be solved easily with standard methods.

APPENDIX B.

Linear moments, {g{v))>, of the velocity distribution U(v,t) can be expressed in

finite elements <Dj as:

VN VN
ey = [ Sgvpo,uvpo;dv = 3 Uvgvp [ 0,0, dv
v, 4 ij v,
= D2 UH{gv ) T+ g Tig + g0 T g} (B1)
i
with
I

T = glvi= ving,
T,; = %(Vﬂ-l- Viet)s
Tiie1 = %(VIH_ v;) (B2)

for linear finite elements.

To express the fusion reactivity, Eq. (8), in finite elements, we introduce:

a,(v) = ZBLU(V;)(D,' ,
i

ba(v') = 3 PUv) ¥ (B3)
i
and
1
gnvv) = [ P otwudy = 37Cr 1 Ok¥ (B4)
et k1

with g, (v,v') = “Ck,1. Now, the fusion reactivity can be approximated with linear

finite elements as:

1
2n+1

lov) = 8x2 > > 2uivi) BUvy) x
( "Cictumt Tippey Tyt + "Cioryy T T

n
+ Ci 'j_i T},i T},}’-

n
g ¥ G Ty Ty jeg +
1+ "Gy Ty Ty o "Ciger Tip Tpa

+ nCl-i-l,j"l Tj,]+1 ijj—l + nC1+1‘j Tf,]'*'l Tj,] + nC]+1,]+1 7},1.,.1 7}"}...1 ). (B5)
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FiG. 1. — Evolution of the distribution function in time for the test case data.
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FIG. 2. — Collisional power transfer as a function of time for the test case data.
The time it takes to establish the velacity distribution, tg,, is indicated.
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Fi1Gg. 3. — Evolution in time of the total fusion reactivities for DD neutrons for
isotropic and anisotropic distributions.

3G91.5973
’I
0@/" .
/ Steady-stati_
1.5x10%" =" Qy
/ -~
l/ //
';—‘ I" // "
) 7
"-’E 'I' / t—t
S, 108 /7 V=g
2 //
s 'l// | Steady-stat
5 / l eady-state |
z 77 ] —
] /..-"'
8 /’/ - Qoo
0.5x10°f ’,l/ ./. .
J ) /
ll/ '/
4 "/ Qq -
0‘ ——— \ . \ Steady -slate
0 50 100 150 200 250 300 350 400
Time [msec])

F1G. 4. — Thermal (Q,,), beam-thermal (Q,,) and beam-beam (Qy;) neutron rates
for the test case data as functions of time. The estimated time it takes to
establish the velocity distribution below the injection energy, tg,, is indicated.
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F1G. 6. — Measured and calculated neutron rates including the thermal, beam-

thermal and beam-beam components versus time for pulse #18757.
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Fi1G. 7. — Calculated neutron emission and its composition due to thermal, beam-
thermal and beam-beam emission together with the measured yield for
discharge #18768.
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FIG. 8. — Time evolution of the measured and calculated neutron emission with
the contribution from thermal, beam-thermal and beam-beam reactions for
pulse #18589.
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Fi1G. 10. — Calculated dilution ratio np/ne as a function of time for pulse #18757
together with measured data from the charge exchange recombination
diagnostic CXRS and visible bremsstrahlung Z ¢c HAL.

Pulse No: 18768

0.601
0.50
NR-FPS
0.40 W
c 0.30f TN
0.20}
HAL (horizontal) _
0.10- . )\
HAL (vertical) 32
N
0 1 | 1 8
12 13 14
Time (s)

FIG. 11. — Calculated dilution ratio np/ne as a function of time for pulse #18768
together with the dilution ratio derived from the visible bremsstrahlung
Zors HAL.
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STEP CPU-TIME [%]

Set up 1.12
Calculate reactivity coefficients 0.59
Fokker-Planck solution 85.74
Output data calculation 12.55

TAB. 1. — Amount of CPU-time used by the code
for analysing the discharge #18757.
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