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ABSTRACT. The measured penetration depth, A, of deuterium pellets injected into
the Joint European Torus (JET) confirms some features of the neutral gas shielding (NGS)
model, but not others. The scaling of A with plasma and pellet parameters agrees with
the NGS model, as in earlier ASDEX studies. Pellet velocity was varied over the range
0.46-1.35 km/s in the JET experiments to test specifically the scaling of A with velocity.
This scaling also agrees with the NGS model. However, the penetration is deeper in JET
than in ASDEX when corrected for expected machine size dependence. Furthermore, the
measured penetration depths are greater (by nearly a factor of two) in JET than those
predicted by local ablation calculations using the neutral gas shielding model with an in-
cident Maxwellian distribution of electrons. Plasma shielding used in previous modeling
of the JET penetration data can account for the additional shielding but also removes the
observed velocity dependence. The implications of both the scaling observations and the

penetration depths for improvements in ablation theory and models are discussed.
1. INTRODUCTION

Fueling magnetically confined plasmas by injection of frozen hydrogenic pellets offers
flexibility in the control of plasma density that is not attainable with fueling by neutral
gas injection and recycle alone. The bulk of the pellet mass is ablated and ionized in the

core, as demonstrated in many experiments over more than a decade [1-11]. Improved core
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fueling is a particularly important issue for future tritium experiments and is expected to
correlate with pellet penetration depth, as well as to produce more peaked density profiles
and higher fusion reaction rates. Additional benefits of direct core fueling by pellets have
been the driving force in experiments thus far: higher plasma densities can be attained
before reaching a disruption limit, and improved energy confinement is also frequently
observed. These benefits provide the basic motivation for a better understanding of the

ablation process and its dependence on both pellet and plasma parameters.

We reproduce in Section 2, in a modified form, the derivation of the scaling law for pellet
penetration first derived by Parks [12] for the neutral gas shielding (NGS) model, as well
as a derivation of the scaling law for plasma shielding [13]. The primary difference between
them is in the lack of velocity dependence in the plasma shielding model, deriving from the
(empirical) choice of the flux tube radius. Pellet size and velocity are the two primary pellet
parameters possibly governing penetration depth, A. Since pellet size is restricted by the
maximum perturbation that can result from each pellet, velocity is a critical parameter for

increasing penetration depth.

The pellet injector and diagnostic systems of the Joint European Torus (JET) are sum-
marized in Section 3. We present in Section 4 some of the first experimental data on the
velocity dependence of pellet penetration in JET. These data confirm the NGS scaling law
for ), in agreement with earlier ASDEX analyses [8,14], but raise questions about the mag-
nitude of the penetration depth. The penetration is deeper in JET than in ASDEX when
corrected for the expected dependence on machine size. The reduced penetration in ASDEX
has the appearance of an edge effect that is only partially explained by a pedestal in the
edge temperature (8.

In Section 5 we calculate A from local ablation models using the PELLET code [15] with
several variations of the NGS model and compare the calculated values with the experimen-
tal results. The simplest form of the NGS model with monoenergetic plasma electrons
reproduces the data remarkably well, but the NGS model with Maxwellian plasma elec-
trons leads to enhanced ablation and values of A much lower than the JET data. The
empirical addition of plasma shielding can be used to bring the magnitude of the calculated
A’s into agreement with the experimental results, as we showed in earlier work [13,16], but
also removes the velocity scaling. Another mechanism is needed to enhance the effective

shielding in the cloud by the factor of 15 needed to bring the NGS model with Maxwellian



electrons into agreement with the JET data. We speculate on several possible mechanisms,
including cold plasma shielding, ellipticity of the neutral gas cloud, magnetic shielding, and
electrostatic effects, noting also the apparent discrepancy between JET and ASDEX results.

2. PENETRATION SCALING

The steady-state solution to the hydrodynamic equations for a spherically expanding
neutral gas cloud is governed by the source of neutral gas at the pellet surface (pellet
erosion rate) and by the heating of the neutral gas cloud by plasma electrons incident on
the cloud. The source of neutral gas at the pellet surface is in turn determined by the heat
flux at the pellet surface, attenuated by the neutral gas (self-shielding factor). A simplified
relationship between the pellet surface erosion rate #,, the effective spherical pellet radius
7p, the molecular density of solid hydrogen n,,, the atomic mass number of the ablatant A,
and the background plasma electron density n. and temperature T, is given approximately

by [12,17]

O (1)
PTdt T g3, 23

where 1, = 2.12 x 102® + 6.30 x 10*7A4,, - 8.66 x 102 A2 m~3. For simplicity of integration,
we assume that the plasma electron density and temperature profiles can be expressed as
ne(z) = neo(l — )2~ and T.(z) = Teo(1l — )T, respectively, where n.o and T,o designate
values at the minor axis of the plasma (magnetic axis), # = r/ao is a dimensionless measure
of the plasma minor radius, and aq is the distance from the magnetic axis to the outer
plasma edge in the midplane. Time can be removed by relating it to the location of the
pellet in the plasma assuming constant pellet velocity: dt = —aodz/v,, where v, is the
pellet velocity (injection normal to the plasma from the outside midplane, typical of most
experiments). Note that the only way pellet velocity and characteristic machine size enter
the derivation of the penetration depth is through the conversion of dt to dz. Integrating
over the life of the pellet (dr from an initial radius of rpo to 0, and dz from pellet entry at

z =1to1l— A/ag, where A is the final penetration depth) gives
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where Bpgs = 3/(3 + an + 5ar). We define the lumped parameter in parentheses as Cpv,

and note that for linear profiles (a, = ar = 1) fng = 1/3, as noted by Parks {12]. Injection



from other than the outside midplane normal to the plasma minor axis modifies the choice
of characteristic dimension ao and the relationship between pellet position and plasma
parameters, and is easily accommodated in more detailed pellet ablation models.

In analysis of ASDEX results, Biichl et al. [8] restricted their analysis to a, = ar =1
and allowed for an edge pedestal on T,(z) for better representation of the profiles for shallow
penetration. Biichl et al. defined the scaling parameter

dp'” (mm)uy(km//s)
231012 cm=3)T%/3(keV)

4 (3)

where dy, is the pellet diameter. Z is simply related to our choice of Cyv, in mks-keV units
by Z = 1.79 x 10~2'agCpv,. Since both JET and ASDEX use deuterium pellets, the only
substantial difference in the scaling expressions is the introduction of ag in Cpv,. An edge
pedestal introduces an offset in the penetration depth. For typical Ohmic and H-mode
profiles in ASDEX the expected penetration depths calculated from Parks’s NGS model
[12] are given by Biichl et al. as

A
TOH  — 0.8582'/% - 0.085 (4)
ao
A
% = 0.90521/3 - 0.176 (5)

respectively, where ap = 0.40 m has been used to normalize the penetration depth.

The use of a Maxwellian distribution of electrons from the background plasma yields
a higher ablation rate than a monoenergetic model with electrons at 3T, /2 because of the
1/ E dependence of the electron stopping cross-section above 1 keV [15]. A simple extension
of the NGS model with Maxwellian electrons then gives much lower pellet penetration
than observed experimentally (as we discuss further in Section 5). Additional shielding is
necessary, and this can be provided by the ionized ablatant trapped in a flux tube connected
to the pellet [15,16). We called this the neutral gas and plasma shielding (NGPS) model, .
the most notable feature of which is its lack of dependence on the pellet velocity [13]. To
distinguish between the NGS and NGPS models was a motivation for the explicit variation
of velocity in the JET experiments.

The scaling of penetration depth for the NGPS model when plasma shielding dominates
can be derived from the stopping cross-section for energetic electrons in a cold plasma, the
source strength, and the ionizing or confinement radius defining the cold plasma tube {13].

The line-integrated cold plasma density (integration along the axis of a flux tube connected



to the pellet) required to stop electrons of energy E. « T, is given by [ n.dl ox T?. The total
number of cold ions in the tube is given by A. [ n.dl, where A. = 27r? is the cross-sectional
area of a tube of radius r.. The total number of cold ions in the tube is also given by
the product of the source rate at the pellet surface N = n,,,41rr;‘;1",, and the time the pellet
takes to traverse a distance corresponding to the diameter of the tube ¢, = 2r./v,. The

expression for the pellet surface recession rate is then

2
drp v T,

(6)

dt N rg

The relationship between time and position for a constant velocity pellet then removes any
velocity dependence from Eq. (6). When 7, « r,, and the equation is integrated for electron

density and temperature profiles as assumed for the NGS model, the scaling model for

Bps
A n,,,r,z,0 ?
; * (_aono) (7)

where 8p, = 1/(1 + 2ar). For a linear temperature profile, the scaling with pellet size and

penetration depth becomes

electron temperature is very close to that given by the NGS model. The only way velocity
scaling can be reintroduced in the plasma shielding model is through a velocity dependence

of the effective confinement radius, r. = 7c(vp).
3. EXPERIMENTAL ARRANGEMENT

The multiple-pellet injector on JET was developed at ORNL and consists of three single-
stage light gas guns, each capable of independently firing multiple pellets and each with its
own diagnostic system [18,19]. The pellets are nominally cylinders of equal length and
diameter of 2.7 mm, 4.0 mm, and 6.0 mm for the three guns.

Several diagnostics are used to measure pellet parameters for each of the three guns. A
video monitor of the Dy extrusion is used to check the quality of the D3 ice. Pellet mass,
velocity, and penetration depth are determined from the signals generated by a fiber-optic
pellet interrupter triggering system, a double microwave cavity bridge, and a photodiode
for measuring pellet line emission (primarily Do) during pellet ablation. These are passed
through a summing amplifier and illustrated in Fig. 1 for a slow 2.7 mm pellet and in
Fig. 2 for a typical 4.0 mm pellet. A timing signal corresponding to the approximate time
when the pellet crosses the reference outer limiter position of Rjm = 4.132 m is generated

electronically from the pellet speed as measured between the photodiode and first microwave



signals (see Figs 1 and 2). A more accurate time for this signal, also shown in Figs 1 and 2, is
calculated from the velocity determined by the two microwave signals during postprocessing.

The double microwave cavity bridge provides a direct measure of the relative pellet
mass {19]. At nominal operating conditions the relationship between the output voltage
and pellet mass for the three guns is given by Vo7 x M22, V0 x M4, and Vg x M8,
Figures 1(b) and 2(b) show expanded scales for the microwave signals for a 2.7 mm and a
4.0 mm pellet, respectively. The masses as determined from the microwave signals agree
with the An, produced in the plasma by 4.0 mm pellets, although the error bars in the
density measurements precluded using this as a very accurate absolute calibration. We
estimate error bars on the absolute calibration of the mass detectors at £15%. The relative
error within the data on each gun is much smaller.

The speed can be determined from any two of the three signals from the fiber-optic
interrupter trigger and the two microwave bridges (see Figs 1(b) and 2(b)). We found that
the fiber-optic signal was triggering early for the low velocity pellets — apparently from
propellant gas blow-off preceding the pellet by up to 0.02 m — so the timing between the
microwave peaks was used to determine velocity. The distance between the photodiode and
the center of the first microwave cavity is Dp_,1 = 0.593 m, and that between the centers
of the two cavities is D,j;_,3 = 0.416 m. The maximum systematic error in the velocity
determined from timing between the photodiode and first microwave signals reached as high
as 3.5%, which produced highly inaccurate penetration depths. When the centers of the
microwave peaks are determined from a least-squares fit to a Gaussian, the error in the
velocity is estimated to be +0.3%.

The penetration depth in the plasma is determined by two means: (1) time of flight
using the pellet velocity and the time interval between the second microwave signal and the
end of the D, signal, and (2) an absolute measurement from a vertical soft X-ray (SXR)
detector array located above the pellet injection line. Both methods introduce potential
errors, which have been carefully examined.

The accuracy of the time-of-flight measurement is limited by the accuracy of the velocity
measurement, the accuracy of determining the end of the D, signal, and the assumption
of constant velocity and straight trajectory during the entire free-flight and ablation time.
The distance between the second microwave signal and the magnetic axis (= 7.5 m) is

much greater than D,;_,3, so very high accuracy is required in determining the velocity.



The error, §R,,, in the penetration depth of a pellet approaching the magnetic axis is
§R,, ~ 7.5(6vp/vp) m, giving +£0.022 m with v, determined from the microwave signals.
The error in penetration associated with the error in determining the end of the D, signal
is §Rp, = vpbtp,. The end of the D, signal for the low velocity 2.7 mm pellets is often
difficult to determine as accurately as that shown in Fig. 1(c), while the traces from the
larger 4.0 mm and 6.0 mm pellets are typically as sharply defined as the example in Fig. 2(c).
An upper limit of §tp, = +60 us for 2.7 mm pellets and +30 us for the larger pellets leads to
§Rp, = £0.08 m and +0.04 m, respectively. Overall, we assign error estimates of +0.10 m
for the 2.7 mm pellets and +0.05 m for the larger pellets.

The only means of testing the constant v, assumption in JET is to examine the vertical
SXR signals or to compare the penetration depth with that from the SXR analysis. We have
found no clear evidence in JET data of any significant change in the velocity component
tangent to the initial pellet direction.

The horizontal and vertical SXR detector arrays located adjacent to and above the pellet
injection line provide a second means of determining the pellet penetration depth. Each
channel of the vertical SXR detector views a zone of width 0.06-0.07 m in major radius at
the midplane. The toroidal view of £0.3 m is wide enough so that pellets should not curve
out of view. A 5 ms window, digitized at 200 kHz around the time the pellet enters the
torus, provides high time resolution. Pellet penetration is determined from a contour plot
of detector array data (time and major radius in the midplane of vertical detector view) as
shown in Figs 3 and 4 for 2.7 mm and 4.0 mm pellets, respectively. The time for termination
of the enhanced signal from the pellet is taken from one of the horizontal channels. The
intersection of a line drawn through the peaks of the intensities with the termination time of
the horizontal signal yields the penetration depth. The slope of the line through the peaks
can be used to check pellet velocity, but the accuracy is far less than the velocity determined
from the microwave bridge signals. The random error in determining the end point of the
SXR signals is estimated to be +0.03 m for the high velocity pellets and +0.05 m for the
lower velocity pellets. The amplitude of the signal is smaller for the low velocity pellets
and its termination less certain, as can be seen by comparing Figs 3 and 4. Correction of a
systematic error of 0.065 m (R = R, + 0.065 m) is required to account for recalibration of
the detector location (0.02 m outward) and tilt under discharge conditions (0.7 degrees, or

0.045 m outward) with a random error in this correction of +0.03 m. Overall, we estimate



error bars of £0.10 m for the 2.7 mm pellets and +0.05 m for the larger pellets. There
is excellent agreement between the SXR and time-of-flight penetration determinations, as
shown in Fig. 5.

Plasma parameters for the pellet injection experiments were obtained from the standard
set of JET diagnostics, including the six channel far-infrared (FIR) interferometer data for
electron density profiles and second harmonic electron cyclotron emission (ECE) data for
electron temperature profiles. The FIR-inverted density profiles have been compared with
the 0.5 Hz LIDAR density profiles [20,21] for many pellet cases and the agreement is good.
Since pellet ablation is not very sensitive to the density or the shape of the density profile,
high accuracy is not critical; the uncertainty in the density profile for these experiments is
estimated to be +10%. The ECE temperature profile measurement has an absolute accuracy
of £10% and a relative accuracy between spatial points of +5%.

In the pellet velocity experiments on JET the injector was tuned to vary the pellet
speed from 0.46 to 1.35 km/s. This tuning was accomplished by adjusting the duration of
the propellant valve opening time. The slower pellet velocities were achieved with a valve
opening time of 0.9-1.0 ms, while the higher velocity pellets required an opening time of 1.5-
1.6 ms. The propellant (hydrogen) pressure in the injector was maintained at 62 bar (900
psia) during these experiments. Keeping the propellant pressure constant while varying the
valve opening time simplified the procedures for varying pellet velocity on a shot-by-shot

basis, with the low velocity pellets being reasonably reproducible.
4. EXPERIMENTAL RESULTS

The experimental results from several hundred pellets injected during the 1989 run
were examined. Essentially all of the data were generated in a parasitic mode of operation
in which pellets were injected either to augment experimental investigations focussed on
another topic or in the very early or late stages of a discharge before or after the primary
program. These pellets were therefore subjected to a wide variety of discharge conditions,
and no attempt was made to preselect the data based on target parameters, except in the
low velocity experiments. In those cases, high and low velocity pellets were injected at the
same time points in nearly identical sequential plasmas to eliminate as many uncertainties
as possible in the evaluation of velocity scaling. Pellet mass integrity (no indication of a

broken pellet from the microwave cavity signals), velocity, penetration depth from either



the time-of-flight or SXR analyses, T, either in flat-top or measured very shortly before
pellet injection, and n, with no indication of lost FIR interferometer fringes were critical

for accepting a pellet into the penetration database.

Figure 6 summarizes the range of parameters for 96 cases that survived these acceptance
criteria, with circles (o) denoting the 64 cases that also survived the following two additional
criteria and crosses (x) denoting those that did not survive these criteria: (1) penetration
to less than 90% of the distance to the magnetic axis and (2) mass indication from the
microwave signal greater than 25% of the nominal mass to ensure reliability of the signal
calibration. Penetration to near or beyond the axis invalidates the use of preinjection
plasma parameters in the scaling studies; strong self-limiting ablation effects near the axis
and ablation beyond the axis both require corrections to the ambient plasma conditions.
Unfortunately, all but one of the 6 mm pellets failed to meet this criterion, and the one
surviving case was very near the imposed penetration limit. Later, we discuss tentative
results from analysis of four 6 mm data points from the 1990 run that are not included in
this database because of lack of microwave cavity signals. Estimates for mass and velocity
are used for preliminary analysis of penetration for these large pellets. The mass criterion
eliminated a few of the 4 mm pellets. The axial electron temperature spans 1.0-4.58 keV for
those pellets meeting all acceptance criteria (o’s in Fig. 6(a)), and the axial density 0.13-1.00
%102 m~3 (Fig. 6(b)), with the higher temperatures occurring during ion cyclotron range of
frequencies (ICRF) or neutral beam injection (NBI) heating and the higher densities usually
from prior pellets in a multiple-pellet sequence. The masses of the 2.7 mm pellets averaged
around 70% of the nominal mass but varied by nearly a factor of 3 at the extremes, while
the 4 mm pellets were centered about the nominal mass with a few obvious partial pellets,
and the 6 mm pellets varied from 80 to 100% of the nominal mass as seen in Fig. 6(c).
The usual velocity ranges of 2.7 and 4 mm pellets vary from nominally 1.1 to 1.3 km/s, as
shown in Fig. 6(d) (varying with the propellant pressure setting and depending on whether
single or multiple pellets are injected), while the 6 mm pellets are all single-pellet sequences
and tightly grouped at 1.3 km/s. Nine 2.7 mm pellets are grouped around 0.5 km/s for a
specific test of velocity scaling.

The penetration depth for the experimental data is defined as the distance the pellet
traveled beyond Ryim = 4.132 m (the position of the ICRF antenna guard limiters), giving

A = Rjim— Rpen. Ais normalized to the distance between a nominal magnetic axis position at



3.00 m and the limiter, ap = 1.132 m. The actual position of the magnetic axis is dependent
on discharge conditions (diverted plasma or inner or outer limiter, plasma current, beta,
etc.). Sufficient and consistent magnetic analyses were not available just before each of the
pellets to warrant a case-by-case normalization of the penetration depth. Normalization to
a constant characteristic dimension in the following data then introduces some uncertainty
when comparing the results to theoretical models for penetration depth.

Figure 7 shows the range of normalized penetration depths for each nominal pellet size,
with the A/ag < 0.9 cutoff also indicated. The 2.7 mm pellets rarely reached the axis; those
that did were usually subsequent pellets in multiple-pellet sequences during the current
ramp-up phase when axial electron temperatures were 7.0 =~ 1 keV. The 4 mm pellets
exhibited a mean penetration depth of A/ag =~ 0.9 (the injection timing in auxiliary-heated
plasmas was often chosen such that penetration would be nominally to the axis); all but
one of the 6 mm pellets penetrated beyond A/ap = 0.9.

In Fig. 8 the relationship between the normalized penetration depth and the parameters
theoretically expected to influence penetration is examined. Some of the higher velocity
pellets did not penetrate as far as the low velocity pellets (Fig. 8(a)) so correction for other
plasma and pellet parameters is necessary. When A/ag is plotted against the lumped pa-
rameter derived from the NGS model, Cp, it is seen that A/ag contains a definite velocity
dependence that separates the high and low velocity data (Fig. 8(b)). Plotting the pene-
tration depth against the product Cpv, as in Fig. 8(c) brings all the data into line. The
least-squares fit to the data shown in Fig. 8(c) is given by

A/ag = 2.35 x 107%(Cpv, )48 (8)

where parameters in Cpv, (Eq. (2)) are given in mks units and T, is in keV. The four
pairs of high and low velocity pellets injected into nearly identical plasmas were separately
analyzed, and each case exhibited a velocity dependence in agreement with the fit of Eq. (8).

The exponent of the fit can be used to infer information about the density and temper-
ature profiles, since § = fBngs = 3/(3 4+ an + 5ar). The sensitivity to the electron density
profile is weak, so that if a,, spans the range from 0 to 1 (flat to linear profiles) then the fit
implies that ar = 0.6-0.8. Typical normalized ECE electron temperature and FIR-inverted
electron density profiles are shown in Fig. 9 along with the inferred fits. The assumed profile
form, especially for T, is not a very good representation of the data and would lead to some

deviations in the agreement between the actual and expected scalings of the penetration
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depth. This difference becomes obvious when we compare penetration depths calculated
from a local model with the empirical fit in Section 5.

As noted in Section 2, Biichl et al. allowed for a pedestal in T, at the plasma edge in
the analysis of ASDEX results {8]. In terms of the dimensionless penetration depth, the fit
of Biichl et al. {8] to the ASDEX data is given by

;’\—0 =0.8752%/3 - 0.263 (9)
The offset is larger than expected for either Ohmic or H-mode profiles, as given in Eqs (4) and
(5), and led Biichl et al. to conclude that ablation in the plasma periphery is higher than
theoretically expected, but not readily explained by either fast beam ion or runaway elec-
tron effects. The normalized penetration in JET experiments is greater than that observed
by Biichl et al. {8] in ASDEX experiments (Fig. 10). Without the offset, the empirical fit
to the ASDEX data agrees reasonably well with the JET fit (Fig. 10).

The JET penetration data have been examined for their sensitivity to pellet mass and
heating method. In Fig. 11 we plot the measured penetration depths against the empirical
fit for each pellet type and sort the data by heating method. Data from four 6 mm pellets
injected during the 1990 run are also illustrated. These are assigned values of mass (90% of
nominal) and velocity (1.32 km/s) estimated from the 1989 data shown in Fig. 6 because the
microwave signals were not available for the 1990 run. The propellant pressure and valve
settings on the gun were unchanged from 1989, and since little scatter was observed in the
data during previous operation, the additional errors introduced by these approximations
are expected to be minimal. Auxiliary heating with either NBI or ICRF shows no obvious
effect on penetration depth other than through the changes in T, in these data. All of
these cases represent relatively low auxiliary power densities (up to 7 MW) and do not
necessarily contradict observations of enhanced ablation with strong auxiliary heating on
other machines. The pellet mass variation spans more than an order of magnitude. Its
effect on penetration is reasonably consistent with the expected scaling from the NGS

model, although the absolute calibration for each of the pellet sizes is not very precise.
5. EVALUATION OF LOCAL ABLATION MODELS

The penetration depth was calculated for each of the 64 pellet cases of Section 4 using
the PELLET code [15], with various adaptations of the NGS model. The normalized density

11



and temperature profiles shown in Fig. 9 were used for all cases and scaled to the measured
central values in an attempt to simplify the analysis. Although some variation in the
electron temperature profiles was noted, none of the cases had strong enough heating for
Te(p)/Te(ao) to deviate significantly from that typical of Ohmic plasmas. The density
profiles vary considerably, especially for subsequent pellets in a multiple-pellet sequence,
but the weak dependence of ablation on plasma density reduces the effect of variations in
the density profile. Two other sets of normalized profiles were also examined and gave results
similar to those presented here. We compare only the penetration depth (corresponding to
the end of the pellet life) with experimental values. We have not performed any systematic
analysis of the correspondence between the calculated local ablation rate and either the
shape of the D, trace or the An,(p) profile, but find significant differences in the few cases

that have been examined. This will be the subject of future work.

The NGS model with a monoenergetic electron distribution reproduces both the ex-
perimental data and the empirical scaling remarkably well (Fig. 12). The scatter in the
comparison with experimental values, Fig. 12(a), is in part due to variation in the profiles
from the reference case. When the calculated results are compared to the empirical fit,
Fig. 12(b), the effect of the variation of the profiles from the assumed form is seen. The
shallower penetrating pellets (A/ag < 0.5) see a lower temperature on the average than that
of the empirical form (1 — £)>7, as seen in Fig. 9(b) (using the broad density profile result,
a, = 0). More deeply penetrating pellets see a higher temperature (ablation is weighted
toward the end of the pellet life). The calculated penetration depth of the 6.0 mm pellet
includes a strong self-limiting ablation effect as the pellet approaches the magnetic axis that
is not adequately reproduced by the empirical fit.

The stopping cross-section for an electron of energy E. in a gas decreases as 1/E2 for
E. > 1keV. If we require more than 99.9% of the incident energy flux to be attenuated before
reaching the pellet surface, the shielding must be much larger for a Maxwellian distribution
of incident particles than for a monoenergetic distribution at the mean energy (15]. When
a Maxwellian electron distribution of incident electrons is used in the NGS model, the
ablation is enhanced to support the extra shielding, and the calculated penetration is well
below the experimental observations, as seen in Fig. 13. The lower penetration data are not
as strongly affected by the Maxwellian approximation since the temperature over much of

the pellet lifetime is below 1 keV where the stopping cross-section is a weaker function of
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energy.

A straightforward way to bring the NGS model with Maxwellian electrons into agreement
with experimental results is to add a shielding enhancement factor, fg, as an amplification
of the stopping in the neutral gas cloud. fg = 15 reproduces the JET data very well
(Fig. 14). Strong enhancement of the shielding is required because fg enters C,v, as f},;/ 3,
giving A/ap f;;/ ® in the linear profile approximation, a, = ar = 1. This leaves open the
question of the source of the extra shielding.

When plasma shielding is added as in the NGPS model with the plasma tube radius
given by r, = rp, + 1 mm [13,16], the calculated penetration of the higher velocity pellets
agrees with experimental observations (Fig. 15) within the experimental error bars on the
measured penetration (see Figs 8 and 11). However, the calculated penetration of low
velocity pellets is consistently much deeper than observed, reflecting the domination of
the plasma shielding contribution (more than 90%) and its lack of velocity dependence.
Examination of Eq. (5) suggests that we would need r. & r,/vp to reintroduce the observed
scaling with pellet velocity. This may be possible if a portion of the ionized ablatant is
dragged along with the pellet [22].

What other shielding mechanisms can be so large and yet preserve the basic NGS scaling?
Ellipticity of the neutral cloud, magnetic shielding, and electrostatic effects are potential
candidates. Ellipticity may contribute to fg [23], but a factor of 15 may be too high for
this to be the sole contribution. Magnetic shielding is unlikely to contribute more than a
factor of 2 [22,24,25]. The effect of the ambipolar potential has recently been revisited by
Rozhanskii {26]. He found a potential drop of e¢ ~ 2kT, between the hot plasma and the
cold ablatant plasma. This attenuates the electron heat flux incident on the cold ablatant
by exp(—e¢/kT.), leaving an anomaly of only 2 in the shielding factor in the JET data.

Since this effect scales with the electron temperature, it preserves the NGS scaling.
6. DISCUSSION

Pellet penetration in JET confirms some features of the NGS model, including the
velocity dependence, and in this regard confirms earlier ASDEX observations. The depth
of penetration raises some questions, however.

There are several possibilities for the source of the difference in penetration between

JET and ASDEX that require further evaluation. The ASDEX axial density and temper-
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ature ranges, as well as pellet velocities, overlap the JET data, and both use D, pellets.
Plasma size and pellet velocity can enter only through the conversion of time in the combi-
nation v,/ag in the NGS model. Since the results confirm the velocity scaling, it is difficult
to imagine how plasma size scaling could differ from the assumed form. Possible hidden
dependences on plasma (e.g. magnetic field, energetic particles, profile shape) and pellet
(e.g. shape, integrity) parameters are the only remaining differences. A pedestal in T, at
the plasma edge, pellet size, and magnetic field strength are the most likely sources of the
difference.

Pellet size is the only parameter for which JET and ASDEX data do not overlap. The
nominal mass of the smallest JET pellets is four times the nominal mass of the largest
ASDEX pellets. The scaling of A with mass may be stronger than the model predicts but
masked in the JET data by the uncertainty in the absolute calibration of the masses for
each injector. In a statistical analysis of the ASDEX data, Loch et al. {14] noted a slightly
higher mass dependence than the NGS model predicts: A o« MJ?® for Ohmic discharges
and M22® for NBI heating versus M2'® for § = 1/3. This discrepancy is not large enough
to explain the difference between the JET and ASDEX results. An effect neglected in the
NGS model is the mass lost in establishing the initial neutral gas shield; the NGS model
assumes a steady-state solution to the hydrodynamic expansion of the cloud at all times.
For the smaller ASDEX pellets, this approximation may begin to break down.

Essentially all the JET pellet data have been generated at 3 T, while ASDEX typically
operates at 2.2 T. The possible dependence of A on Br has not been examined in either
device. Br does not enter the NGS model in its original formulations, but it may affect
the ionized portion of the ablatant, causing distortion of the magnetic field in the vicinity
of the pellet (with a corresponding reduction of the heat flux incident on the cloud). The
dependence of this distortion on magnetic field intensity is expected to be weak [22,24,25].
Net ablation would have to decrease strongly with magnetic field strength in order to bring
the JET and ASDEX results into agreement. Because of the higher magnetic fields in the
International Thermonuclear Experimental Reactor (ITER) [27] and ignition experiments
such as the high field Burning Plasma Experiment (BPX) (28], this issue should be examined

more closely.

Why does the original NGS model do such a remarkable job of predicting both the scaling

and magnitude of pellet penetration in JET, when relaxation of some of the simplifying
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assumptions can have such a dramatic impact on the results? The incorporation of a
Maxwellian distribution of electrons is a relatively straightforward procedure. However, it
reduces predicted penetration depths by nearly a factor of 2 from the monoenergetic model
when T, > 1 keV and requires a large increase in the shielding to compensate. A number
of additional shielding effects have been examined in theoretical models — pedestals in the
edge electron temperature 8], plasma shielding [15], ellipticity of the neutral gas shield [23],
magnetic shielding [22,24,25], and electrostatic potential [26] — and each can potentially
make significant contributions to the shielding under different pellet and plasma operating
conditions. The essentially complete cancellation of two strong effects in the original NGS
model — increased ablation from the use of a Maxwellian electron distribution and enhanced
shielding — then has the appearance of being fortuitous.

Comparing data from different machines, as we have done for JET and ASDEX results,
highlights differences that would otherwise go unnoticed, but as yet no firm conclusions
may be drawn. Understanding the ablation process is important for the evaluation of pellet
penetration capabilities in future devices such as ITER, which require the high fueling effi-
ciency afforded by deeper pellet penetration. The JET penetration data explicitly confirm
the NGS model predictions of increasing penetration with increasing velocity. However,
greater confidence in the contributing ablation and shielding physics is needed for reliable

extrapolation to larger pellets in hotter plasmas.
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FIG. 1. Typical diagnostic trace (shot 20732, pellet 2) for determining the velocity, mass,
and penetration depth of low velocity 2.7 mm pellets: (a) combined light diode, microwave
cavity, timing, and D, signals with times marked on the upper horizontal axis corresponding
to initiation of the light diode signal, centers of the two microwave signals, expected arrival
at Rjm = 4.132 m, and the end of the enhanced D, signal; (b) expanded trace for the light
diode and microwave signals, with the time interval between the microwave signals giving
a pellet velocity of 0.505 km/s; (c) expanded trace for the timing and D, signals showing a
pellet lifetime of 0.983 ms after passing Ry, giving a penetration depth of Ap_ = 0.49 m.
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FIG. 2. Typical diagnostic trace (shot 20387, pellet 1) for normal velocity 4.0 mm pellets:
(a) combined signals; (b) expanded trace for the light diode and microwave signals with
the time interval between the microwave signals giving a pellet velocity of 1.245 km/s;
(c) expanded trace for the timing and D, signals showing a pellet lifetime of 0.669 ms,

giving a penetration depth of Ap, = 0.83 m.
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FIG. 3. Typical SXR traces (shot 20732, pellet 2) for determining the penetration depth of
low velocity 2.7 mm pellets: (a) horizontal channel signal in the plasma midplane for deter-
mining the end of pellet ablation; (b) composite of the vertical channel signals indicating
the uncorrected major radius of penetration at R = 3.57 m corrected to Rrs,ff,f‘ = 3.635 m,

which corresponds to Agxgr = 0.50 m.
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FIG. 4. Typical SXR traces (shot 20387, pellet 1) for determining the penetration depth of
normal velocity 4.0 mm pellets: (a) horizontal channel in the plasma midplane for deter-
mining the end of pellet ablation; (b) composite of the vertical channel signals indicating
the uncorrected major radius of penetration at R = 3.28 m corrected to Rgf,f‘ = 3.345 m,

which corresponds to Asxp = 0.79 m.
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