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Abstract

Standard analysis treats the sawtooth induced heat pulse as a diffusive phenomenon by
linearising the diffusion equation around the unperturbed state of the plasma. This implies
that the heat pulse is governed by the incremental thermal diffusivity. This approach has
been criticized by Fredrickson et al [1], who claim that turbulence associated with the
sawtooth collapse affects the propagation of the heat pulse. It is shown that due to a
fundamental misconception their modelling with a time—dependent diffusivity (the *ballistic’
heat pulse) is incorrect and leads to invalid conclusions. We demonstrate that the
measurements impose a temporary change of the effective thermal diffusivity during the heat
pulse which is similar to the implicit time behaviour imposed by the linearised treatment.



Introduction

The physics of transport of heat and- particles in Tokamak plasmas has been
recognized as a key subject for research for some years. It has direct relevance for the
development of a Tokamak type fusion reactor: the size of such a machine is largely
determined by the lowest achievable thermal diffusivity of the plasma, whereas the
ash—removal in a burning plasma relies on sufficiently rapid particle diffusion. '

There are two different approaches to transport studies in magnetically confined
thermonuclear plasmas: static power balance analysis and perturbative transport studies. In
the power balance method fluxes and gradients are evaluated. For example, the effective
thermal diffusivity for the electrons is determined as the ratio of the electron heat flux (qe)
and the product of the electron density (ne) and temperature gradient (VT): xeff = q/(nVT)
(the subscript e has been omitted, and will be in the remainder of the paper, for clarity of
notation). Perturbative techniques, on the other hand, employ a perturbation of a steady
plasma state. The temperature is measured as a function of space and time, and from this
behaviour the diffusivity can be determined [2]. In particular, the adiabatic perturbation of
the central part of the electron temperature profile induced by the sawtooth instability is
widely used. This is known as sawtooth heat pulse propagation. The method was first
proposed by Callen and Jahns [3] and has since been applied to many Tokamaks.

The standard approach treats the heat pulse as a diffusive process. Tubbing et al [4]
have shown, by linearising the transport equations, that the propagation of the heat pulse is
governed by the incremental diffusivity xinc = d(q)/d(nVT) (see Fig. 1). xinc often exceeds
x¢ff by a factor between 1 and 5. This difference can be explained by a non—linear dependence
of the heat flux on the temperature gradient. The values of xinc from heat pulse analysis are
corroborated by other perturbative methods, such as modulated power deposition and pellet
injection {5,6,7].

Recently, the standard treatment has been criticized by Fredrickson et al [1], who
claim that diffusion alone fails to describe TFTR heat pulses: In this paper we show that a
fundamental error lies at the basis of this conclusion. In [1] the diffusive modelling is started
during the sawtooth collapse rather than after, so that the analysis incorrectly includes part
of the MHD instability.

In this paper we first re—analyse the TFTR data presented in [1], and show that by
starting the analysis after the sawtooth collapse, diffusive modelling does give an adequate
description of these measurements. This is followed by a general assessment of models with an



explicit time dependence for yeff. It is demonstrated that the model proposed in [1] does not
match the TFTR measurements. We show that the experimental data put such strong
constraints on a possible time dependence for xeff that the difference with the implicit time
dependence imposed by linearising the transport equations becomes femantic.

Analysis of TFTR heat pulse data using linearised
transport equations

Whereas in the power balance studies conduction and convection may both play a role, in the
relaxation of a localised perturbation the contribution of the highest order spatial derivatives,
the diffusion terms, is dominant. This is a result of the small scale lengths of the initial
perturbation compared to the steady state values. Hence the relaxation of a localised
perturbation of the electron temperature is to good approximation described by

% n’{‘ =V (nxind¥T,) (1)

The subscript 1 denotes a perturbation with respect to a steady state (subscript 0). The
diffusion is governed by the incremental diffusion coefficient yinc, defined by

. ff
xine = yeff 4 (%)VTO = ‘a(%n (2)

The thermal diffusivity may be a function of VT, and it is therefore incorrect to equate xinc to
xeff (see Fig 1).

The applicability of eqn (1) is confined to regions where |VT,| /|VTy| << 1 and where
the source density is not significantly perturbed. Furthermore, the analysis cannot be
expected to give meaningful results when gross MHD phenomena occur in the region in which
it is applied.

For sawtooth heat pulse propagation, diffusive modelling can be applied outside the
region where the temperature is perturbed during the sawtooth crash. This region is bounded
by the so called mixing radius (rpix). The definition of rpix may vary within different
theoretical models for the sawtooth instability, but experimentally the definition is quite
clear as is shown from measurement of T at JET (Fig. 2). Allowing some safety margin, heat
pulse analysis can be applied outside the experimentally observed mixing radius.



A numerical simulation of the heat pulse can be obtained by two different techniques:
a) The measured temperature evolution just outside raix can be used as a boundary condition,
while the other boundary is applied at the limiter, where the perl:urbed temperature is to
good approximation zero. b) The heat pulse can be treated as an initial value problem, which
is started after the sawtooth collapse. Simulation of JET data show that the two approaches
generally yield the same value for yinc in the heat pulse region, and that for r > rgix the
solutions of the initial value problem are nearly identical to solutions of the forced boundary
problem. This result justifies the use of quick methods to determine yinc which are based on
solutions of the initial value problem, such as the extended time—to—peak method developed
at JET [2].

We have analysed heat pulse data from TFTR using both forced boundary and initial
value methods, using the numerical codes developed at JET. These calculations are based on
a linearisation of the transport equations which includes the effects of coupling between
energy and particle transport [8,9]. The results are shown in Fig 3. For both methods yioc
12 m?/s in the heat pulse region. The same value is found with the extended time—to—peak
method [1]. For comparison, xeff = 3.8 m?/s averaged over the heat pulse region.

Fredrickson et al. have simulated the same data with the initial value method, taking
a mixing radius which is significantly smaller than that observed experimentally. No
satisfactory agreement with the data is obtained. The choice of this smaller mixing radius has
significant effects: 1) the amplitude of the heat pulse at r > rpix is an order of magnitude too
low!, and 2) at r = 0.4 m., just outside the experimental mixing radius, the simulated heat
pulse shows a delayed peaking time compared to the measurements. Fredrickson et. al. [1]
claim that their results show that the heat pulse has a ballistic contribution, but this
conclusion is in error and is due to the use of an incorrect initial condition.

Time dependent diffusivity modelling

Although linearised diffusive modelling appears adequate for the heat pulse measurements of
TFTR and JET, it is interesting to investigate the possibility of describing the evolution of
the full electron temperature profile. In this case the linearisation around the steady state
cannot be applied. Since in general yinc > yeff k golving the transport equations with fixed

t This is not apparent from the figures in ref [1], because there the simulated traces
have been scaled by arbitrary factors to match the measured amplitude [10].



x = xe¢ff leads to a slower propagation of the heat pulse than experimentally observed.
Consequently, a temporary enhancement of x should be introduced.

In the linearised diffusive modelling a time dependent enhancement of yeff is implicit
through the functional dependence of xeff on the local temperature gradient (see Fig. 1). Fig.
4 shows the evolution of VT during the heat pulse; the enhancentent of x travels slightly
ahead of the heat pulse. Also the deviation of yeff from the equilibrium value is proportional
to the amplitude of the perturbation.

An enhancement of x of a different origin might be caused by the sawtooth collapse
itself, based on the idea that the collapse induces a temporary increase in the level of
turbulence in the plasma. The diffusivity should return to its steady state value yxeff with a
characteristic decay time 7. A generic form of the enhancement of x may be given by

x = x¢f (1 + (1) exp(~t /7)) (3)

The response of the temperature profile to a temporary enhancement of x can be determined
by inserting the expression (3) for x in the transport equation to obtain

%(%nT) = %—g;(rnxeffg%) + P(r) + %%(mxefff(r)g%)exp(_t /7) (4)

where P(r) is the power density in the plasma. Just after the sawtooth collapse the first two
terms on the r.h.s. add up to zero outside the mixing radius. Hence, dT /4t is determined by
f(r) and the unperturbed values of n and VT; the T—profile adjusts itself to the new y—profile.

Fredrickson et. al. [1] have used an explicit time dependence of x¢ff to model the heat
pulse in TFTR. The decay time 7 is taken short compared to the diffusion time and
consequently the enhancement factor must be taken large to have any effect at all. It is
claimed that the measurements of the heat pulse of shot 30904 at TFTR can be modelled
taking the following function for f(r):

f(r) = 150 exp (-9.6(r/a)?), for 7=1ms
An important characteristic of this model is the initial rise of the temperature just after the

sawtooth collapse outside the mixing radius. This can be calculated analytically from eqn (4)
and compared with the measurements at r = 0.40 m and r = 0.65 m (see Table I).



Table I:
The celculated initial rise of the electron temperature outside the mizing radius using the data
presented in [1] in ezpression (8) in this paper. The results are compared with the

measurements [1].
Radius r=040m r=0.65m
ar
Y03 (TFTR model) 600 keV/s 90 keV/s
aT
7t (measurements) 500 keV/s <35 keV/s

From this table it is clear the model predicts a much faster rise of the temperature at
r = 0.65 m than is observed. For a more detailed comparison, Fig.5a shows the full numerical
simulations using this model, as reproduced by us. A reasonable match to the data is found at
r = 0.40 m, but in the centre and at r = 0.65 m the model is clearly in error.

These results are apparently in contradiction with ref [1], where good agreement
between model and measurements is claimed in the heat pulse region. This agreement
appears to exist only for the shape of the temperature traces. The amplitude, which in [1] has
been scaled to fit the measurements, is not consistent with the experimental data. The
application of scaling factors, however, is not allowed since the scaled results are no longer a
solution of the transport equations. The discrepancy in the centre, in the first few
milliseconds after the sawtooth collapse is also non—trivial, because it is directly related to
the choice of time—constant r. The failure of the model is clearly demonstrated in Fig &b,
where the perturbation generated by the time—dependent x is compared with the
experimental data.

It is useful to consider variations on the proposed model in order to characterise the
temporal enhancement required to describe the heat pulse. First, by decreasing 7 to 0.1 ms
and applying a very strong enhancement of x in the central region out to the measured mixing
radius, it is possible to obtain a good fit to the measurements in the centre. However, since
after a fraction of a millisecond the diffusivity has returned to its unperturbed value, the
subsequent heat pulse is inevitably too slow (Fig 6). _

Alternatively, the enhancement of x can be restricted to a part of the plasma around
the mixing radius, while keeping the longer time constant 7. In this case it is necessary to



start with the correct initial profile, since the enhancement of x now cannot replace a part of
the sawtooth collapse. However, as shown in Fig. 6, this still fails to reproduce the
experimental data satisfactory. )

Generally we find that in models featuring a single time constant for the enhancement,
it is not possible to fit the heat pulse both near the mixing radius and further out. Whereas it
might seem that with sufficient parameters in f(r) it should be possible to give a satisfactory
simulation of the heat pulse, in fact there is not much freedom. It appears to be necessary to
have a radially dependent time constant, such that the enhancement is slower further away
from the mixing radius. In this way, however, we have recovered the characteristics of the
implicit time dependence of xeff in the linearised diffusive modelling.

Discussion and Conclusions

We have shown that modelling using linearised transport equations is a very suitable
approach for the analysis of sawtooth heat pulses. The so—called ’ballistic’ contributions to
the heat pulse reported in TFTR appear to be diffusive, like the heat pulse in other
Tokamaks. The fact that the value for x derived from heat pulse analysis exceeds the power
balance value is due to the fact that the two are different quantities: the heat pulse evaluates
the incremental diffusivity, whereas power balance yields the effective diffusivity.

An investigation of the time dependent modelling shows two things. Firstly, the
results presented in [1] are incorrect and the model can not be corrected without changing it
fundamentally. Secondly, from a trial-and—error procedure, we have concluded that for a
time dependent model to match the data, it must have characteristics similar to the implicit
time dependence of xeff in the diffusive (i.e. standard) model.

One could still maintain that the fast propagation is not due to a diffusive process but
that x is enhanced by some other process in such a way that the heat pulse looks like a
diffusive relaxation. In this interpretation the heat pulse would not give meaningful
information on the transport in a Tokamak plasma. However, this interpretation can hardly
be maintained since other perturbative methods, not involving the sawtooth collapse, give
similar values for yinc. In addition, the enhanced turbulence level does not seem to affect the
sawtooth density pulse, which is much slower than the heat pulse in TFTR (as is the case in
JET).

We have shown that a correct interpretation of both heat and density pulse can be
obtained for measurements at JET and TEXT if coupling between the sawtooth induced



density pulse and heat pulse is included in the analysis [11,12]. In this respect it is interesting
to note that in TFTR a coupling of the heat pulse and the density pulse is also present (as
illustrated in Fig 3).
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" A power balance in a stationary plasma evaluates the heat flux and the temperature gradient
to determine the effective diffusivity xeff. In perturbative experiments, flux and gradient are
varied around the equilibrium value, and thus the incremental diffusivity xyinc is found. Note

that yeff varies along with VT during the perturbation.
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Figure 2

Measurements of the electron temperature in JET during a sawtoothing discharge, showing
the different time behaviour inside and outside the mixing radius (# 19761: 3MA/3.4T).

At r/a = 0.0 the fast collapse and immediate reheating of the electron temperature is
observed. The inversion radius is near r/a = 0.15 where the temperature has little response to
the sawtooth collapse. The temperature variation at r/a = 0.26 is typical for the region
between the inversion radius and the mixing radius, the initial rise is fast and the
perturbation decays quickly. The ECE channels outside the mixing radius are: r/a = 0.33
(just outside rpix, the rise time is fast and the decay is slow), r/a = 0.40 and r/a = 0.46 since
they show a delayed peaking of the temperature (heat pulse).
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Heat pulse measurements from TFTR (solid lines, taken from ref[1]), re—analysed with the
forced boundary (measurements at r = 0.40 m applied as boundary condition, simulated is
the response at r = 0.65 m, thin full line) and initial value method (dashed line), using
linearised coupled transport equations. Both methods provide a satisfactory description of
the data. The effects of the cross—coupling with the density pulse improves the fit in the tail
of the heat pulse at r = 0.40 m (dotted line).
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Results of modelling of the heat pulse using the same time dependent model and the measured
T profiles as in [1]. a) Our results, using the TFTR model (dashed lines), compared with the
published TFTR simulations [1] (dotted line). From this comparison it is apparent that the
TFTR simulations are scaled by arbitrary factors to match the measurements. b) Simulations
of electron temperature perturbation at 0.2 ms (dashed line) and 3 ms (dotted line),
compared with the measured perturbation of the profile 0.2 ms after the sawtooth collapse
(solid line).
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By reducing the time constant 7 to 0.1 ms, a good fit to the data in the centre can be
obtained, but the heat pulse is too slow (dashed lines). Even if the enhancement of xeff is
limited to a region around ryiy it is not possible to match the data at all three radii (dotted
lines).
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