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Non-linear Behaviour in Tokamaks

J.A. Wesson

JET Joint Undertaking
Abingdon, Oxfordshire, England

The range of non-linear phenomena observed in tokamaks is extensive. Rather than
summarise their behaviour, it is perhaps more interesting to choose specific subjects
which present clearly identifiable theoretical problems. We shall look at three such
cases:

i) Fast instabilities
ii) = The sequence of events in disruptions
iii) Sawtooth reconnection

The problem of fast instabilities is widely misunderstood. It is generally assumed that
the experimental observation of a fast growing instability can be understood if an
appropriate mode with a fast growth rate can be found. As we shall see in the next
section, this is not so.

In the early days of tokamak research it was common to hear the question - "What is
the cause of disruptions?” It is now recognised that a disruption is usually a complex
sequence of events posing several theoretical questions. We shall find possible
explanations for some of the events, but still be left with a problem regarding the
energy quench phase.

When sawtooth oscillations were first observed it was immediately apparent that the
relaxation phase occurred on much too short a timescale for simple resistive
rearrangement of the magnetic flux to occur. Kadomtsev suggested that the timescale
could be understood if the reconnection takes place in a narrow layer at the q = 1
surface. It turned out that Kadomtsev's proposed model is indeed the solution of the
resistive mhd equations for an m=1 instability. However, for large tokamaks at least,
the observed sawtooth collapse time is an order of magnitude shorter than predicted by
Kadomtsev's model. In the third section the reconnection process is re-examined and a
new model with an order of magnitude faster reconnection is described.

i) Fast Instabilities

The procedure in linear stability calculations is to take an equilibrium solution of
the equations and, assuming that perturbations have a time dependence e, to
calculate the growth rate y. A fast instability is then associated with a strongly
unstable equilibrium.

It is clear that in most cases of interest this does not represent the actual
behaviour. In tokamaks it is not possible to produce strongly unstable
axisymmetric equilibria because the timescales required for equilibrium
development are much longer than the timescale of fast instabilities.



We can attempt a quantitative description by using the approximation for the
perturbation

E=¢ exp [ y)ar

where marginal stability is passed at a time taken to be t=0 and the perturbation
at that time is £,. Taking as a simple example ¥ = ¥t we obtain
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Now if  is first observed at a level &,ps and if the growth rate is then Yops, we can
write
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where Teq (= Yons / 7) is the time taken for the changing equilibrium to produce a
growth rate Yobs.

Equation (1) makes the problem clear. The observed growth time is a few times
less than a characteristic equilibrium time and this would seem to preclude the
appearance of fast instabilities.

The problem can be made even clearer by considering a particular case and the
sawtooth collapse on JET provides a carefully investigated example. Figure 1
shows the measured displacement of the peak of the soft X-ray radiation profile
for three sawteeth. The displacement appears out of the noise level at ~1 cm and
then increases to ~ 50 cms with a characteristic growth time of 25 ps.

v v T 100cm

Displacement ¢

icm

EET

RS daed
-

-

)

-t
—

: 100 us
d . 01icm

Figure 1 Graphs of the magnitude of the displacement, , of the peak X-ray
emission for three sawtooth collapses taken from different discharges. The
initial noise level is ~ 1 cm and the growth rises out of this noise with a growth
rate ~ (25 us)-1, increasing the displacement to ~ 50 cms in ~ 100 ps.



The expected behaviour depends somewhat on the particular instability
imagined to underlie the behaviour, but the essential result does not depend on
the instability. In all cases the time which would be taken for the equilibrium to
evolve from marginal stability to the observed growth rate is 2 100 ms. Thus on
a millisecond timescale the growth rate does not change. We should therefore be
able to extrapolate the displacement back in time from the observed value using
the observed growth rate. Looking 1 ms before the observed instability gives a
displacement

& =(1cm)exp —(2157:5)

~10cm

This shows that the observed instability, even at its smallest amplitude has no
connection with conventional linear theory. To say that the behaviour is non-
linear does not, of course, contribute to our understanding. We need a new
theoretical framework to deal with fast instabilities of this sort.

A tentative model is described in reference (1). This involves the coupling of
two stability boundaries as illustrated in Fig. 2. When the first stability boundary
is passed, stability is maintained by some weak stabilising effect. This allows
progress to the second stability boundary where the weak effect fails to provide
stability. At this point the basic instability would have a fast growth rate but this
has been suppressed. After passing the second stability boundary the instability
then grows slowly until, at some unobservable amplitude (~ the ion Larmor
radius perhaps) the weak effect is lost and transition to the fast growth of the
basic instability occurs, giving the appearance of a spontaneous fast instability.
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Figure 2 Illustrating a type of behaviour which would be consistent with the
experimental observations. A weak stabilising effect provides a fragile stability
beyond the mhd stability boundary. This allows the build up of free energy
which is then suddenly released when the actual stability boundary is reached.



ii)

isruption

Disruptions often involve a quite complex sequence of events (2). The observed
growth of mhd instabilities at the time of the disruption is a clear indication that
these instabilities play a crucial role. However the principal threats posed by
disruptions are related to the subsequent fast current decay which transfers
current to the vacuum vessel producing very large forces, and the generation of
large currents of relativistic electrons. Even the basic mhd features are more
complicated than expected. In JET the form of the energy loss is not consistent
with any of the theoretical models and the negative voltage spike does not
appear at the expected time. These issues have been addressed in a number of
papers and the present understanding is outlined below.

Figure 3 shows the behaviour of the current, temperature and loop voltage in a
typical JET disruption. There has been a precursor growth of mhd instability
prior to the events shown and it seems likely that the mhd perturbations are
responsible for the initial fall in the temperature. However careful examination
of the soft X-ray behaviour reveals a spatial structure which does not appear to be
consistent with the theoretical mhd models. These models predict either multi-
mode turbulence or a gross non-linear behaviour in which the m=1 and m=2
modes drive each other through profile effects. What is seen experimentally is a
large modification of the soft X-ray profile, this modification having an m=1
structure. However the spatial structure of the change has the form of an
"erosion” of the profile and does not correspond to the displacement expected
from the theory of m=1 modes. This important issue is therefore unresolved.
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Figure 3 The temperature drop in the disruption occurs in two phases. The
positive current and negative voltage spikes appear only after the second phase.



iii)

If the initial fall in temperature is due to the mhd instability then we would
expect that it would also produce the observed negative voltage spike. The delay
in the appearance of the spike therefore needs an explanation. A theoretical
model has been developed in which the current flattening associated with the
mhd instability does not extend to the plasma surface (). This gives rise to a
surrounding negative current sheet. The current configuration is frozen on the
millisecond timescale because of the high electrical conductivity of the plasma.
However this conductivity is suddenly reduced by orders of magnitude when the
plasma temperature undergoes its second stage fall, reaching a very low
temperature. The negative current then rapidly diffuses out of the plasma
producing the current increase shown in figure 3 together with the associated
negative voltage spike. Numerical simulations based on this model have
reproduced the observed behaviour.

The final rapid fall in temperature is believed to be due to an impurity influx 4.
In this model the rapid decay of the current is not due to plasma turbulence but
results simply from the high resistivity of the cold plasma.

Another consequence of the increased resistivity is the production of a large
current (~ MA) of runaway electrons. This arises because the critical parameter
for runaway is proportional to the product, ET, of the electric field and the
electron temperature. It is therefore proportional to 1jT and hence to 1/T1/2.
Consequently a fall in temperature by a factor of 100 leads to an order of
magnitude increase in the runaway parameter. This gives rise to a complicated
runaway process which results in the observed runaway current. The velocity
distribution of the electrons is unstable and calculations have been carried out to
investigate the types of possible relativistic non-linear behaviour.

It is seen from the above account that disruptions can involve a complex
sequence of events which have been only partly explored.

Sawtooth Reconnection

It is well known that the sawtooth relaxation oscillations observed in tokamaks
are not understood. In particular the Kadomtsev model appears to be in conflict
with a number of experimental results. It is not clear therefore whether, or
when, reconnection of the Kadomtsev type takes place. This makes it important
to examine the assumptions of the model. As a result of such an examination it
has been found that the assumption of resistive behaviour is seriously in
question (5.

If full reconnection of the helical flux within the q=1 surface takes place on the
observed timescale of the sawtooth collapse then we can calculate the resulting
electric field at the reconnection layer. If we then use Ohm's law to calculate the
drift-velocity of the electrons carrying the reconnection sheet current we obtain

n T
Vg = (l_qo) ;} '1_‘ w:.n
¢



Where q is the axial value of the safety factor, ry is the radius of the g=1 surface,
R is the major radius, e and 1 are the electron collision time and the sawtooth
collapse time and o is the electron cyclotron frequency.

Using typical JET values gives vq ~ 3 x 108 ms™! (= ¢). It is clear that under these
circumstances the resistive model is inappropriate and that the electrons would
undergo strong runaway.

A current carried by runaway electrons sees a very low resistance. However,
although the electrons entering the layer rapidly acquire a large velocity in the
direction of the q=1 field lines, they are immediately swept out of the layer into
the magnetic island. Thus the high current density has to be maintained by the
continuous acceleration of electrons entering the layer. Consequently, rather
than presenting a low impedance, this form of reconnection gives a high
impedance. :

When electron inertia dominates, the appropriate form of Ohm's law is

m .
E+vxB=— v.Vj . (2)
ne

The electric field in the layer is given by the rate, vB*, at which flux is brought in
to the layer, B* being the helical magnetic field at the edge of the layer. Thus,
using Ampere's law,

*
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where 3 is the layer thickness, equation (2) gives
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, (3)

and the layer thickness is of the order of the collisionless skin depth.

The conventional reconnection analysis provides the expression for the
reconnection time, 1, in terms of the layer thickness

t~1g
~< Ta
0

where 1A =11 / (B*/ '\/#Op ) and so, using relation (3), the reconnection time is

no,

T~ TA * (4)

c

Comparing numerical predictions we find that for a typical JET sawtooth collapse
having a timescale of 100 us the prediction of Kadomtsev's model is ~ 3 ms
whereas relation (4) gives ~ 300 pus. It is clear that the new model gives better
agreement but there are many reservations since we do not understand the
sawtooth mechanism.



Summary

From the many non-linear processes occurring in tokamaks we have chosen three
quite different phenomena. Firstly, the problem of fast instabilities which is quite
subtle and requires some new thinking. Secondly disruptions, which are found to be
rather complex. Although explanations have been provided for some of the features,
the initial energy quench does not appear to be consistent with existing theoretical
models. Finally, an analysis of the Kadomtsev reconnection model leads to doubts
about the applicability of the resistive Ohm's law and suggests that the effect of electron
inertia would be predominant.
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