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Abstract
A code for self-consistent time dependent calculations of the ICRH-power deposition and
velocity distributions of the resonating ions in tokamaks has been developed. The basic

principles behind the code and results from it are presented.

1. Introduction

Ion cyclotron resonance heating (ICRH) has become an often used heating method in
tokamaks. In JET it is the main supplementary heating method with the potential of coupling
about 25 MW of RF-power. The high power levels used in JET leads to a significant distortion of
the velocity distributions of the resonating ions. The resulting distributions have non-
Maxwellian anisotropic tails. These tails affect the dielectric properties of the plasma and
hence the power deposition profile. The power deposition and the velocity distributions of the
resonating ions must therefore be calculated self-consistently. Such self-consistent calculations
has been done for steady state situations in Ref, [1]. However, the ion electron slowing down
time, tg, which is the characteristic time for ion tail development, can be up to 1-2 sec for
typical JET scenarii. This means that tg often is a large fraction of the RF-pulse duration and of

the characteristic time for changes in the background plasma parameters. Thus, in order to



simulate a JET discharge one must in general do time dependent calculations. To solve this
problem we have developed a code, called PION-T which calculates the ICRH-power
deposition and ion velocity distributions self-consistently. The code is based on simplified
models which makes the computing time reasonébly short. It is therefore possible to use the
code for routine analysis of discharges and in transport codes. A short description of the code

and results from it are presented here.

2. Power Deposition Model

The flux surface integrated Poynting flux, P(s),fora single toroidal mode number is written

as[23)
P(s)= P, kR (s)+(1~ K)By(s)] 5
x=a(2-ag) 2)
B(s)=wiP(s)+ (1= wy)B;(s) (3)
By(5) = waPap(s) + (1= wy ) Py;(s) 4

Where ag is the single pass absorption coefficient across the midplane and s = | W/, (y is
the poloidal flux and s = 1 at the boundary). In the above formulas P1e and P2e represent the
flux absorbed directly by the electrons via TTMP/ELD, whereas P1j and P2 represent the flux
absorbed by the ions via ion cyclotron absorption. For details about Pie, P2e, w1 and w2 see Ref.

{3]. The P1j function representing single pass damping is given by

Pu(s) =Y (aa/a5)P1a(s) )
[ 4

Pio(s)= {1 - cxp{——(s/s,,a ) ZnZ]} / {1 -~ exp[—(l/so,,)zth]} (6
where o should sum over the resonant ion species and ag, is the contribution from ion species o to
ag. The width sog is mainly determined by the parameter dg2 = g / org)<v2>q 2] where
ng is the toroidal mode number, <V[|2>a is the averaged squared parallel velocity of species o
and rg the minor radius at the outboard side. The P function represents weak ion damping and

is obtained from



Ps) = 2 Pu6)= 3 faul)r(E)at / > o (6 -

where ag(s) is the single pass absorption coefficient for ion species a across the resonance at the
flux surface s and f(s) is a calibration function [2]. In order to save computing time we use the
WKB approximation when calculating ag(s) but a more accurate calculation can in principle be

used. Using the WKB approximation one has
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(8)
where x is the direction across the resonance and perpendicular to the magnetic field.
The total power deposition is obtained by summing the power depositions for the

individual ng weighted with an antenna spectrum.

3. Fokker-Planck Equation

The Fokker-Planck equation can be written as [4]

o
L = cis)+ ) 9

where C(f) is the collision operator and Q(f) is the RF-operator.
In order to simplify the problem we only calculate the pitch angle averaged velocity

distribution function F(v). We use the following approximate equation to calculate F(v) {5]
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where o and B are given in Ref. {4], K is a constant proportional to 1E | 2 and E4 and E. are the
left and right hand polarized components of the electric field respectively. The quantity

<v;|2>a needed in the power deposition calculation is obtained from the following formula [6]):

<vi >= Tuéﬁrsz(vMﬂvzdv (12)
0
uly =3+ (v/wY ] [+ () +1+ ()] (13)

with v» = 0.5 vy where vy is the characteristic velocity where the pitch angle scattering

becomes weak [4].

4. Self-Consistent Calculations

The velocity distribution of the resonating ions affects the power deposition in mainly two
ways: (i) the parallel velocity component determines the Doppler broadening of the cyclotron
resonance and to some extent the absorption strength; (ii) the perpendicular velocity component
mainly affects the absorption strength. Thus, we need to calculate <vj2>¢ and the absorption
strength self-consistently. The latter means that the following two expressions for the locally

absorbed power must give the same result.

pfa(E‘) = %Im(ﬁ*éaﬁ) (14)
and
pfa(E')zjo.S msz(fa)d3v (15)

For a given distribution function we calculate <vi2>q from Eq. (12), and the absorption strength
in the power deposition calculation is made to agree with that of the Fokker-Planck
calculation with the following procedure: calculate the dielectric tensor, goa' including
absorption to lowest order in k| v /0ci and the locally absérbed power pog for a bi-
Maxwellian velocity distribution with the same density and parallel temperature as the
actual distribution but with the perpendicular temperature equal to the background ion

temperature. Then calculate

Ya =Pfa/Po (16)



Y= %'Ya[daw/dx] / %[daao fdx] (17)

where pfq is the power absorbed by the actual distribution function from Eq. (15) and agy is the
absorption coefficient obtained from Eq. (8) with '8—:0 as the dielectric tensor. The actual
absorption coefficient is then obtained by multiplying the integrand of Eq. (8) with vy and
replacing Im(k ) with vt Im(k } ), but still using é-:o as the dielectric tensor.

With the above outlined procedure we avoid calculating the actual dielectric tensor,
which is much more complicated.

The PION-T code works as follows: at the beginning of each time step the parameters
<v|I2>¢ , Yo and ¥t are evaluated from the distribution function, a power deposition is produced
and the ratio E_/E, is calculated; the evolution of the distribution function is then calculated
during the time step keeping the power deposition fixed; from the distribution function at the
end of the time step, i.e. at the beginning of a new time step, a new set of parameters <vji2>g,
Yo and 7yt is evaluated and a new power deposition is calculated; this procedure is repeated

until the end of the calculation.

5. Examples
First we study the response to a step in RF-power for the following two test cases:

(i) Second harmonic heating of tritium in a DT plasma, nT = np = 2.5:1019(1-0.952)0-35m-3,
Te = Tj = 8 (1-0.952)2keV, Bo = 3.24 T, f = 33 MHz, Dipole antenna (i.e. the antenna
spectrum peaks at higher toroidal mode numbers in this case around ng = 30).

(ii)  Fundamental minority heating of deuterium in a tritium plasma, np = 0.15 nT, nT =
4.351019(1-0.952)0-35m"3, Te = Tj = 8 (1-0.952)2keV, By = 3.27 T, f = 25 MHz, Dipole
antenna.

An RF-power of 10 MW is switched on at t = 0.1 s and then switched off at t = 2.0 5. The
background parameters are kept constant. A plasma size typical for JET is used. Figs. 1-6 shows
the response of a number of quantities, In Fig. 1 the RF-power absorbed via ion cyclotron

damping by the ions and via TTMP/ELD by the electrons is shown for case (i). At the beginning



Absorbed power (MW)

of the RF-pulse the jon cyclotron absorption is weak and most of the power goes directly to the
electrons. However, as the tritium distribution develops a tail, the ion cyclotron damping
becomes stronger and dominates at the end. The enhanced absorption is due to the fact that
second harmonic absorption is a finite Larmor radius effect and therefore very sensitive to the
shape of the distribution function. It can also be seen in Fig. 1 that the RF-powers absorbed by
the ions and the electrons reaches steady levels after about a slowing down time. A similar
type of behaviour can be seen in Fig. 2 for case (ii) but the change in jon cyclotron absorption is

not as dramatic as for case (i).
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Fig. 1: RF-power absorbed by the tritium ions  Fig, 2: RF-power absorbed by the deuterium

(— and by the electrons (-—) for case (i}.  ions (—) and by electrons (-—) for case {ii).

The difference is that the ion cyclotron damping for case (ii) is strong even for a Maxwellian
distribution. For case (ii) the enhanced ion absorption is due to the E. component of the electric
field which mainly affects the tail ions. Fig. 3 shows the flux surface integrated Poynting flux
for case (i) as a function of s for a number of time points. As can be seen the power deposition
becomes more peaked as the ion cyclotron absorption increases due to the developing tritium
tail. In Fig. 4 the collisional power transfer from the resonating ions to the background ions and

electrons for case (ii) is shown.
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Fig. 3: Flux surface integrated Poynting flux

for case (i) att = 0.1, 0.4, 0.6, 0.8, and 1.0s.
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Fig. 4: Power transferred from the resonating

ions to the ions {(—) and to the electrons (—} for

case (ii).

As can be seen, the time scale for the transfer to the ions is much shorter than to the electrons.

Figs. 5 and 6 show the fusion reactivity for the two cases. In case (i} the fusion reactivity

reaches a peak even before the absorbed power has reached a steady level.
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Fig. 5: Fusion power for case (i}.
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Fig. 6: Fusion power for case (ii).



Absorbed and collisional

power (MW)

This effect is caused by ions being pushed above the peak of the fusion cross section (which is

around 100 keV for cases (i) and (ii)). A higher gain in fusion reactivity from the developing

tail is obtained for case (ii) than for case (i). The reason for this is that second harmonic

heating mainly accelerates particles with high velocities and therefore creates tails with

more particles above the maximum of the cross-section.

The code has also been used to study the collisional power transfer to the electrons during

RF-power modulation. A case with minority heating of 3He in a deuterium plasma has been

studied. The parameters, which are typical for a modulation experiment at JET are as follows:

n3He = 7.1017(1-0.952)0-55m-3 nD = 2.6.1019(1-0.952)0-55m3,T; = Te = 8(1-0.952)6keV,B =

3.24T,f = 33MHz. Fig. 7 shows the power absorbed and collisionally transferred to the

electrons. In Fig. 8 the profiles of the stationary and modulated power transfer are shown. The

modulated power transfer profile is much broader than the stationary, which is an effect of the

peaked temperature profile.

1

/T ——
| ] ] | ] | ] ] 1 ]

0 04 08 1.2 1.6 2.0

Time (s)

i
g

o
o

o
o

o
'Y

Normalised collisional
power density

o
()

o
o
4 JGen75am

o
o
b
e
=]
[V}

0.3 0.

Fig. 7. RF-power absorbed by the heliumions Fig. 8: Power density transferred from the

(~—} and by the eletrons (), transferred

power to the eletrons (— - =).

resonating ions to the electrons versus s

stationary (—} modulated (--).



6. Conclusions

We have developed a code for time dependent self-consistent calculations of ICRH-power
deposition and ion velocity distributions. Since the code is based on simplified models the
computing time becomes reasonably short. However, the use of simplified models also means
that the code has limitation. The most essential limitations are: the neglect of effects caused
by the finite widths of the banana orbits of the trapped high energy ions; the neglect of RF-
induced spatial diffusion, Cases where very energetic ions are present can therefore not be
treated properly.

It has been demonstrated that the effect of the velocity distribution plays an important
role on the power deposition. Specifically the scenario with second harmonic heating of
tritium is strongly affected by the developing tail of the distribution function. The power
deposition profiles have been shown to reach steady state on the time scale of a slowing down
time. In a comparison between second harmonic heating of tritium in a DT plasma and
fundamental minority heating of deuterium in a tritium plasma the latter scenario has been
found to be more efficient for producing fusion reactions. It is interesting to note that the fusion
reaction rate peaks before the ion tails are fully developed for the two scenarii. This effect is
due to the resonating ions being pushed beyond the maximum of the fusion cross-section. During
ICRH-power modulation the profile of the collisional power transfer from the resonating ions

to the electrons can be much broader for the modulated part than for the stationary.
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