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ABSTRACT.

Small,quantities of high-Z impurities have been injected into JET plasmas and their progression
wasfollowed with good spatial and temporal resolution using two soft X-ray cameras. Theresults
show that the transport of impuritiesis much slower inthe central region of the plasmathaninthe
outside and that it isgreatly enhanced during sawtooth crashes. Simulation of the evolution of the
emissivity profiles using an impurity transport code yielded values for the radially dependent
transport coefficientsand in particular these values have been compared in the cases of ohmically
heated and RF heated plasmas.



1.  INTRODUCTION

Transient perturbation methods are the most appropriate to study particle
transport in tokamaks. Informatién is derived from observations of local
variations of the electron density ng and on the detection of emission from
impurity ions located in different spatial regions. Usually an interpret-
ation is made in terms of a diffusion coefficient D and an inward convection
velocity V. Typical numerical values are in the range of 1 m?/s and of a few
m/s respectively and are generally larger than the predictions of the
necclassical theory.

In the Joint European Torus (JET) various transient methods have been used to
study electron transport in the plasma interior [1,2] and impurity transport
has been measured following either accidental metal injection [3] or
impurities injected by laser blow-off [4]. The latter is undoubtedly the
best way to study impurity transport. Both the injection time and the amount
of injected material can be controlled to study a chosen phase of the
discharge with a minimum perturbation of the plasma parameters. Furthermore
the source is of very short duration thus providing an experimentally more
direct measure of impurity transport. In most studies using this technique
the analysis is based on the detection and simulation of line brightnesses
using an impurity transport code [5-8]. The central ion brightness decay
times are identified with the impurity confinement times and are often used
to compare different discharge regimes [9].

Impurify transport can alsc be studied using X-ray diode arrays which offer
the advantage of high spatial and temporal resolution (a few centimetres and
a few tens of microseconds respectively) with the inconvenience that all the
atomic species contribute to the detected signal. They are nevertheless
advantageous in case of laser blow—off injection since by signal subtraction
it is possible to isolate the contribution of the injected element. Also,
reliable simulation is possible, since then the soft X-ray signal is caused
by the Ka_ or L-lines and by the free-bound and free-free continua. The
first time- and space-resolved studies on injected impurities were performed
on Alcator-C [10,11]. Soft X-ray signals from injected Si were simulated by
‘assuming flattening of the impurity ion density profile during sawteeth.
Thus it was posSible to explain the inverted sawtooth during the inflow part
of the injected element when the injected ion density profile was hollow.



More detailed quantitative studies have been possible on PLT [12] conoerning
the inverted sawtooth observed with the soft X-ray diodes following Al
injection. It was concluded that impurities are prevented from reaching the
centre during the quiescent phase of the sawtooth, that is the transport
coefficients are very small inside the ¢=1 region, and that the internal
disruption leads to a very high enhancement of the diffusion coefficient in
the central région.

This paper presents the results of laser blow-off injection experiments in
Olmic and RF heated JET plasmas. The progression of the impurities into the
plasma was followed using two soft X-ray cameras permitting tomographic
reconstruction of the X-ray emission. The large plasma dimension allowed
impurity transport to be measured with high spatial and temporal resolution.
The results show clearly the reduction of impurity transport in the central
region of the plasma and the rapid modification of the impurity distribution
which occcurs during a sawtooth crash. Detailed transport simulations have
been possible during the quiescent phases, i.e. between internal
disruptions, to determine the values of the radially dependent transport
coefficients.

Section 2 contains a description of the experimental conditions and the
experimental results. The impurity £ransport model and the results of the
simulations are presented in Sections 3 and 4, respectively. Section 5
contains a summary of the results which are compared to neoclassical
predictions and electron Lransport measurements.

2.  EXPERIMENTS

2.1 Experimental Conditions and Diagnostics

JET is a D-shaped large tokamak with major radius Ro = 2.96 m, minor
radius a = 1.25 m, nominal toroidal field By = 3.4 T, plasma current I
up to 7 MA and plasma elongation = 1.6. The JET plasma is quite
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advantageous for studying quiescent impurity transport, since the
sawtooth period in Ohmic plasmas is increased with respect to smaller
devices up to 50-100 ms [13]. Moreover, in ion-cyclotron radio
frequency (RF)-heated plasmas the plasma can undergo a transition into
a new regime with the sawtooth instability suppressed for long periods



(up to 5 sec), but with much larger Te drop at the crash (the so-called
monster sawtooth) [14].

Metailic impurities have been injected into JET plasma by laser blow-off
to study transport phenomena. The amount of injected impurities was
kept sufficiently low to avoid perturbing any plasma parameters apart
from radiation. This corresponded to a concentration of 0.01 to 0.05%
of n, i.e. a few 10'® atoms. The laser blow-off system [15] uses a
single pulse (~2J, 20 ns) from a Ruby laser system. The target chamber
is attached to the bottom of the vessel and the injection point is
approximately 2 m from the plasma boundary. The injected neutral
particles have energies of the order of a few eV and reach the plasma
boundary in less than 1 ms. The atoms are ionised at the plasma edge
and spread out rapidly along the field lines with a toroidal velocity in
the 10* m/s range. At the same time due to collisions or turbulence,
the ions move slowly radially inwards with typical velocities of

1-10 m/s.

The progression of the impurities into the plasma is followed with good
‘spatial and temporal resolution using two soft X-ray lmaging cameras
(100 detectors total) covered with 250 uym Be filters, which view the
‘same poloidal cross section of the plasma in orthogonal directions [16].
This allows the use of a tomographic reconstruction method [17] to
obtain the local spatial distribution of X-ray emission as a function of
time. The ultimate time resolution is 5 us and the limiting spatial
resolution, determined by the chord spacings and the reconstruction
technique, is roughly 0.1 m. This means that any emission feature which
has spatial dimension smaller than 0.1 m will be downgraded to this
limiting resolution. . An X-ray pulse-height spectrometer [18] equipped
with an X-ray filter similar to the one used on the X-ray cameras allows
the energy resolution of the radiation measured with the camera system
and the identification of the extra radiation due to the injected
impurity. VUV spectrometers are used to measure the line brightnesses
of peripheral ions providing information on the impurity source
function. The profiles of electron density and electron température
which are needed for the transport simulations are obtained from
interferometric measurements {191 and from absolutely measured values of
the electron cyclotron emission (ECE) [203].



2.2 Experimental Results

Various types of impurities have been injected predominantly into Ohmic
discharges although a number of RF, NBI and combined heating discharges

were explored. In this paper we present the results of two particular
injection experiments where Ni was injected into a 3 MA ohmically heated

deuterium discharge and Mo into a 3 MA deuterium plasma'heated with 6 MW
of RF. These two examples have been selected because they provide a
comparison of impurity transport for two different discharge regimes
with very different sawtooth periods. In the Ohmic case the sawtooth
period (~ 70 ms) was much less than the impurity confinement time

(~ 310 ms) while in the RF heated case the sawtooth periocd (~ 650 ms)
was greater than the impurity confinement time (135 ms). The Z values
of the impurities were not a significant factor in this comparison since
for three consecutive ohmic discharges the time evolution of the soft
X-ray signal was the same when using either'Ti, Fe or Mo.

Ni is injected at 10.990 s (blow-off time) during the flat top of a 3 MA
limiter discharge with a central electron density of 2.0x107'° m™?® and a
central electron temperature of 4000 eV (see Fig.1). The background gas

is D, and Z = 5 due to strong carbon contamination. The quantity of

eff

- injected particles is small corresponding to a concentration of ~ 5x107"

of the electron density and as shown in Fig.1 this does not disturb in
any noticeable way the plasma current, the electron density or the
electron temperaturé. However, the signature of N1 injection clearly
shows on the bolometer trace measuring the total radiated power and on
the central chord soft X-ray intensity signal (E 2 2 keV). Figure 2
shows the PHA spectrum before and after nickel injection. The most
noticeable difference is the appearance around 8 keV of a peak due to
Ka line radiation from predominantly He-like Ni ions. Calculations show
that the extra radiation measured by the X-ray cameras is ~50% line
radiation and 50% continuum radiation.

Figure 3 shows an expanded view of the central chord soft X-ray
intensity around the time of Ni injection. It represents the
contribution from injected Ni alone, the background level having been
subtracted. This can be done as the bhackground emission is nearly




constant apart from the sawtooth activity which represents only a minor
perturbation compared with the extra emission due to the injected
impurities. As the impurities propagate inwards they enter regions of
higher electron density and higher electron temperature and the
intensity of the signal grows. At the time of the maximum of the X-ray
signal the impurity concentration ié near its maximum in the plasma
centre. The signal then starts to decay as the impurities continuously
leak out. During the rising phase of the signal we observe that the
sawteeth are inverted., This implies an inward flow of impurities into
the central region at the time of a sawtooth crash. Similarly during
the decay phase of the signal the fall in intensity at the time of each
sawtooth crash is greater than can be accounted for by the temperature
drbp alone. This implies an outward flow of impurities from the central
region during sawtooth crashes.

Figure Y4 shows tomographic reconstructions of the X-ray emissivity
distributions (baokgroﬁnd emission subtracted) for the times indicated
by the dashed lines in Fig.3 and corresponding to 50, 140 and 200 ms
after injection during the rising phase of the signal and 340, 450 and
610 ms during the decaying phase of the signal. Since the X-ray
distribution is roughly poloidally symmetric, to follow the progression
of the impurities as a function of time it is sufficient to display the
evolution of the ¥X-ray emissivity distribution along a horizontal
central chord as shown in Fig.5. This covers the period of time
starting immediately after the first sawtooth crash following injection
and ending just before the maximum of the X-ray signal (see Fig.3)}. The
times t, and t, indicate the two sawtooth crashes which occur during
that period.

The data of Fig.5 show that during the quiescent phase of the first
sawtooth an increasingly hollow emissivity distribution develops as the
impurities pile up approximately 0.4 m from the plasma centre, just
outside the sawtooth inversion radius at 0.35 m. During the sawtooth
crash, which lasts ~ 100 us, a significant redistribution of the
impurities occurs which causes the peak of the X-ray distribution to
move inwards by 0.13 m across the inversion radius. A simulation of the
emissivity profiles shows that the impurity density is larger at the new
peak position after the sawtooth crash than it was at the previous peak
position before the crash. This means that the éonvection must be



important during this inward movement. During the quiescent phase from
t, to t, the X-ray profile remains hollow. It is only at the next
sawtooth crash that the impurities finally fill up the central region.
The movement of the impurities during an internal disruption is clearly
more complicated than can be explained by a simple flattening of the
impurity distribution.

The build up of a hollow emissivity distribution and the slow evolution
of the emissivity profile inside the central region between sawtooth
crashes clearly indicates that impurity transport is much smaller in the
central region of the plasma than outside of it. Other observations
made after injecting Mo in a plasma of similar conditions confirm the
overall behaviour seen with Ni injection. The quantitative analysis of
these results is presented in Section 4.

Figure 6 shows the time evolution of a central chord soft X~fay signal
and the central electron temperature for a 3 MA limiter discharge with

6 MW of RF heating. The background gas is D, and Zeff = 3. Additional
heating starts at 5 s and the power is gradually ramped up reaching a
maximum of 6 MW at 6.7 s. As well as causing the central electron
temperature to increase from 4 to 9 keV and the central electron density
from 2.1 to 2.9x10'° m~?, the sawtooth period is increased from ~ 40 ms
up to 650 ms. Mo was injected into this discharge at 7.387 s when the
heating power was at its maximum and during the longest sawtooth, 133 ms
before it crashed. The extra emission measured by the X-ray diodes is
roughly accounted for by one third to continuum radiation and two thirds
to L-lines radiation bétween 2.6 and 3.3 keV from Li-like to Ne-like
ionisation stages.

In the case of RF heating the sawtooth activity represents a very
important perturbation of the X-ray signal compared with the extra
emission due to the injected impurities. To correct properly for the
changing background emission, the X-ray signal, free of Mo impurity
radiation and starting 133 ms before the crash at 8.197 s, was
subtracted from the X-ray signal starting 133 ms before the sawtooth
erash at 7.520 s. Fig.7 shows the central chord soft X-ray intensity
around the time of Mo injection with the background emission subtracted.



As in the Ommic case the sawtdoth is inverted indicating an inward flow
of impurities at the time of the crash. Comparing this figure with
Fig.3 it is clear that the Mo impurity transport was faster for these
plasma conditions as the signal peaks and decays more rapidly. The
characteristic decay time as determined from Fig.3 and Fig.7 is 310 ms
in the ohmic case and 135 ms in the RF heated case. The X-ray data of
several other discharges have been looked at and systematically indicate
faster trahsport when additional heating is present.

Figure 8 shows the time evolution of the X-ray emissivity distribution
along a horizontal central chord after Mo injection. Up to the sawtooth
crash the emission becomes more and more hollow as the impurities pile
up at a location roughly 0.35 m from the plasma centre inside the '
sawtooth inversion radius at 0.42 m. As in the ohmic case this clearly
indicates that impurity transport is much smaller in the central region
of the plasma. During the sawtooth crash the transport is dramatically
enhanced leading to the immediate filling of the central region of the
plasma. Following the crash the rapid loss of particles on the outside

causes a continuous narrowing of the emissivity profiles.

The movemeht of the impurities during a sawtooth crash can be determined
from reconstructions of the X-ray distribution during this phase.

Figure 9 shows a comparison between the normal sawtooth crash at

8.197 s and the sawtooth crash at 7.520 s when impurities are present.
Tn both cases the total X-ray emission is shown (i.e. no background
‘subtraction), the time resolution is 5 us and the reconstruction covers
a period of 300 ps. The behaviour during the sawtooth at 8.197 s
(Fig.94) has already been observed many times [21]. The hot central
region moves rapidly outwards until it reaches r/a -~ 0.3 while colder
plasma fills the interior space. This movement takes approximately '
50 us. The emission from the hot spot then decays rapidly on a time-
scale of 100 us spreading out poloidally on the surface where it has
been squeezed ocut. For the sawtooth crash at 7.520 s (Fig.9B) the
initial X-ray distribution is slightly hollow because Mo impurities have
accunulated near r = 0.35 m. The drop in the central emission which was
observed in the former case when the hot core moved out (the
displacement is in the opposite direction here) is not observed since
the colder plasma which is dragged in has roughly the same emissivity



because of a higher impurity content. This clearly indicates that the

impurities are moving in on the same time scale as the crash itself.
3.  NUMERICAL MODEL

The transport simulations presented in the next section have been performed
using the impurity transport code developed on TFR [22]. The code
calculates, in cylindrical geometry, the sclution of the following set of
partial differential equations for the impurity ions:

on :
Z 1 ¢9 R R
5T~ "7 GptTg)) * nglngy Spoy mgSy ¢ g ap - ng oyl
(1)
n
cxX CX1 _ 'z _

+ nD[nZ+1 oz, = Dy o ] T, Z= ey ,
where I, is the radial particle flux density (positive when directed
outwards) of the ions of charge Z, nuclear charge ZN and density Ny . SZ’ ag
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and o; - are the icnisation rate coefficients, the radiative plus dielectronic
recombination rate coefficients and the charge exchange recombination rate
coefficients, respectively, for the ions of charge Z. I, is the Impurity
confinement time for particle transport along the field lines.

Input parameters for the code are the ne(r) and Te(r) profiles. SZ' ag and

X
v/
dependence. Charge exchange recombination has been neglected since the

are functions of the radius r because of their electron temperature

numerical simulations essentially involve the central plasma where the np,

values are small.

A separate equation is included to describe the ionisation of the neutral
injected atoms of density Ny The boundary condition for this equation at
the last mesh radius r=a is written as:

r,=n,@ Vv =r _ +R Ez r,(a) . (2)

That is PO, the total neutral particle flux density entering into the plasma
with directed velocity V6 is set equal to the sum of an external flux density

T
ext .
density ZZ Pz(a) at the last mesh recycled with recycling coefficient R. The

and a recycling flux density. The latter is the total outward flux




radial flux density TZ is described using both diffusive and convective

terms:
an
r,{r) = - D(r) == - v(r) n, . (3)
Taking V(r) = "VA and assumlng D and VA constant this yields at steady

state a Gaussian shape profile for the total impurity density Ny = Ny (0) exp
(- Srz/aLz) with a peaking parameter S = aLVA/ZD.

Figure 10 shows the profiles of T, and ng obtained from ECE and
interferometric measurements which have been used for the numerical
simulations. The solid lines and the dashed lines represent the profiiles
measured at the sawtooth's peak and trough, respectively, for the ohmic and
RF heated diséharges. Intermediate profiles with discontinuous jumps are
also used to describe the change in Ng and Te which occurs during a sawtooth
cycle. Numerically, the limiter radius a = 1,06 m, the last mesh radius
a=1.10m, R =10 and VO = 10® m/s. T, is set equal to 10 ms in the scrape-
off layer and to infinity elsewhere. The crucial choice of T , on the

oo ext
other hand, requires some discussion.

In laser blow-off impurity injection experiments the simulation of peripheral
line brightnesses is a well known difficulty [8]. To illustrate this, Fig.11
shows the Ni XVIII, Ni XXV and Ni XXVI line brightnesses and the soft X-ray .
signal, measured during such an injection experiment, as a function of time.
These data are typical of most injection experiments in JET. Simulations
have indicated that the simulated low ionisation potential ion lines like

Ni XVIII follow relatively closely the shape of the source function ro(t).
Therefore these lines cannot be reproduced correctly when an instantaneous
atoms burst is used for Pé(t). This could be explained by an initial
recycling of the impurities which is assumed negligible in the simulation or
by a modification of the transport parameters near the plasma periphery which
are assumed constant in the simulation. To avoid the consideration of such
unknown plasma boundary effects and neverthless take them properly into
accouht, it is possible to use instead a source function which has roughly
the same shape as the peripheral lines as done in Ref.[6]. In the present
work T (t) is represented by a triangular pulse of amplitude FMAX with
1ncrea51ng and decreasing times of T, and T» respectively, followed by a weak
exponential tail with time constant T, starting at T, when TO FMAX in the

~-10-



decreasing part of the pulse. Both the peripheral lines and the X-ray data
point cut to the necessity for such a source function prolonged by an
exponential tail.

The simulation of the soft X-ray data is made taking into account the filter
transmission and calculating both the continuum spectrum, due to free-free
and free-bound transitions, and the line radiation. In the case of Ni these
include the Ku lines around 7.8 keV due to He-like and H-like ions and'the
associated satellites from B to He-like ionisation stages and in the case of
Mo the L-line spectrum between 2.6 and 3.3 keV from Ne-like to Li-like ions.
A detailed account of the data subroutines which have been used to evaluate
the rate coefficients needed to solve the transport equations (1) and to
calculate the line brightnesses and soft X?ray emissivities is given in
Ref.[23].

b, IMPURITY TRANSPORT SIMULATIONS

The impurity transport parameters D and V have been determined by simulating
the evolving soft X-ray emissivity profiles during the quiescent phase of the
sawtooth. When many sawteeth needed to be considered such as in the Ni
injection experiment the impurity distribution after each sawtooth crash was
used as a new initial condition. The final transport parameters given are
those which provide the best overall agreement. In practice, for the
numerical simuiation, the effect of each sawbtooth on the impurity density
distribution was described using modified transport parameters over a period
of time of the order of the sawtooth crash phase. Discontinuous jumps for
the Te and N profiles were included in the simulation to account for the
changes these parameters suffer during a sawtooth cycle. In Section 4.1 the
simulation of the Mo and Ni injection experiments are discussed and the
transpbrt parameters derived during the quiescent phase of the sawteeth are
given. The heuristic approach which has been used to describe impurity
transport during the sawtooth crash is described in Section 4.2.

4.1 Derivation of D and V
As suggested by the experimental observations it has been assumed that the
plasma transport properties can be described considering two regions with

distinct transport properties and a transition region between. In each
region the diffusion coefficient D and the scaling factor V, for the
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convection veloecity V = --VA are assumed constant with radius. The extent of
the central region and the value of the diffusion coefficient in each region
is obtained by simulating the evolution of the X-ray profile during the
inflow phase. During_this phase, transport is dominated‘by diffusion because
the impurity density gradient is large and therefore the calculation is not
very sensitive to the convection velocity. On the other hand, during the
outflow the decay of the emissivity profile is sensitive to the ratio VA/D

- allowing VA to be better determined. The final values for D and VA are
obtained by iteration finding the combination which best reproduces the
inflow and outflow phase.

The values of D and V which best reproduce the evolution of the X-ray profile
following Mo injection into an RF heated discharge and Ni injection into an
ohmibally heated discharge are shown in Fig.12. In both cases reduced values
are needed for the transport coefficients D and V in the central region.
Clearly the error bars shown on the figure can accommodate a radial
dependence for D and VA which for simplicity have been assumed constant with
radius for r < 0.25m and r > 0.4 m and connected smoothly between 0.25 and
0.4 m. For r > 0.4 m the D and VA values during RF are larger than the ommic
values by a factor 3 and equal to 3 m?/s and 6 m/s, respectively; in the
ohmic case they are 1 m?/s and 2 m/s. In the central region compared to the
outside region the D and VA ohmic ﬁalues are reduced by a factor 30 and 20 to
0.03 m2/s and 0.1 m/s, respectively, and the D and VA values during RF are
reduced by a factor 20 and 10 to 0.15 m2/s and 0.6 m/s respectively.

Simulation results for the central chord brightness can be seen in Fig.3 and
Fig.7 for the ohmic and RF heated cases respectively. A comparison between
the measured and calculated X-ray profiles at selected times is shown in
Fig.13 for the ommic case and in Fig.14 for the RF heated case. In these two
figures the effect of varying the central value of the diffusion coefficient
is also shown. Transport is more easily studied during the RF heated
dlsoharge because of the long period of the sawtooth. Figure 15 shows for
this case a comparison between the measured and calculated X-ray emissivity
as a function of time at two specific radii {r=0 and r=0.35n where the
emissivity is maximum during the inflow) and the sensitivity of the
simulations to various values of VA and D. The simulations are performed
using a source function defined by: Ty,y = 6.5x10t® atoms/m?s (for
D=3m2/s), T, =15ms, T, = 30ms, ¢ = 0.3 and 1 = 60 ms. It reproduces
the shape of the peripheral lines and their long decay time reasonably wéll.
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T = 60 ms is also needed to reproduce the flat maximum of the emissivity at
0.35 m. This illustrates how the transport coefficients shown in Fig.12 have
been derived. A similar procedure was followed to derive the transport
parameters in the olmic case.

4.2 Simulation of the Impurity Behaviour During the Sawtooth Crash

The soft X-ray emissivity profiles in Figs. 5 and 8 show clearly a
"discontinuity" of the impurity transport at the sawtooth crashes which
cannot be simulated by considering the Te drop alone. At each erash impurity
transport is greatly enhanced over the central region leading to a major
redistribution of the impurity density. Following the ideas developed in
Ref.[12] the ion distribution modification at the sawfooth crash has been
described heuristically by increasing both D and VA by orders of magnitude
during a crash period lasting 100-200 us. Figure 16 shows (solid lines) the
D and VA curves which best reproduce the emissivity profile modification for
the monster sawtooth crash during Mo injection. Figure 17 shows on the left
the simulated (dashed line) and experimental (solid line) emissivity profiles
after the crash. The emissivity profile before the crash is shown in Fig.14.
The dot-dashed line of Fig.17 is obtained by using the dashed curve for D
given in Fig.16 and no "perturbation" for VA‘ This simulation implies a
flattening of the Mo ion total density profile nT(r) up to a mixing radius
30% larger than the sawtooth inversion radius. It is clear from the
difference between the dashed and dot-dashed curves of Fig.17 {(left) that
more Mo has to be pushed towards the plasma centre and this has been obtained
by increasing VA at and just outside the sawtooth inversion radius, with
simultaneous limitation of the radial extension of the flat D region. The
difference between the two simulations appears clearly in Fig.17 (right),
where the simulated nT(r).is‘shown just before the crash (dotted line) and at
the end of the crash simulation (dashed line for both D- and VA—
perturbations, dot-dashed line for only D-perturbation).

Using similar D and VA perturbed profiles it is possible to simulate the two
inverted sawteeth shown in Fig.5 for the Ni injection experiment. During the
outflow perturbed diffusion coefficients similar to the dashed curve In
Fig.16 need to be used for the sawtooth crashes. However, different
adjustments of the perturbation amplitude and duration are necessary to
simulate the individual sawteeth. '

-13-




In eonclusion the abrupt change in impurity transport which occurs during a
sawtooth crash has been described heuristically by increasing the transport
parameters'used during the quiésoent phases by several orders of magnitude.
However, a unified description has not been found since ad hoc adjustments of
the transport perturbation have been proved to be necessary for each
sawtooth. This is probably due to the fact that the adopted description,
which is based on a one dimensional model implies a unidirectional flow of
impurities at every radial position; in reality the observed phenomena point
to exchange of matter at the crash in both directions across the g=1 surface.
Moreover, the complex phenomena are not poloidally symmetric, as evidenced by
the complex structures observed at the crashes, implying poloidally
asymmetric movements of hot and cold zones across the g=1 surfaces [21].

5.1 SUMMARY AND CONCLUSION

Small quantities of high-Z impurities have been injected into JET plasmas
by laser blow-off to study impurity transport. The progression of the
impurities into the plasma was followed with good spatial and temporal
résolution using two soft X-ray cameras and was simulated using an impurity
transport code yielding values for the radially dependent transport
coefficients D and V. Two discharge regimes, otmic and RF heated plasmas,
have been compared by focussing on the detailed analysis of two

representative discharges.

The results clearly show, for both cases, that impurity transport is much
smaller in the central region of the plasma than outside of it and greatly
enhanced during sawtooth crashes. The values of the transport coefficients
which best reproduce the experimental data in the transport simulation are
given in Fig.12 and summarised below.

OH plasma (D,, #17661) RF heated plasma (D,, #18112)
[Ip==3MA, B =3.2T, n=2x10**n"", (Ip=3MA, B =3.2T, n, =2.9x10"°m"?,
T ,=1000eV, zeff=5) | T =9000eV, Pp =6M, zeff=3]‘

DA 0.03 m*/s for r < 0.25 m DA 0.15 m*/s forr < 0.25m

VA = 0.1m/s VA = 0.6 m/s

- 2 C_ 2
Dy = 1 m¥/s for r > 0.4 m Dy = 3m%/s for r > 0.4 m
VA =2 m/s VA =6 m/s
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These values can be compared with the predictions of the neoclassical theory
and electron transport measurements available on JET. For the neoclassical
calculations it has been assumed that Ti = Te and only collisions with the
deuterium ions were considered taking Ni*?® and Mo*®*® as representative ions
for the ohmic and RF case respectively. The measured values of the diffusion
coefficient are a factor 2 and 5 higher than the neoclassical values for the
central region and a factor 300 and 60 higher at 3/4 radius. Thus the
measured values are of the same order as the neoclassical values in the
central region, agreeing within the error bars in the ohmic case, and
"strongly anomalous" outside the central region. Measurements of electron
transport on JET using different perturbation methods yield a value of

0.4 m?/s for De and ~ 0.1 m/s for the convection velocity for 3 MA chmic
plasmas in the region between r-/aL = 0.5 and r/aL = 0.7 [1]. These are
roughly a factor 2 and 10 lower than the corresponding values of D and V
measured for the impurities.

A strong reduction of the diffusion coefficient in the central region is

probably a general feature of most tokamaks limiter discharges. This then

would explain the very peaked and long lasting N, and soft X-ray profiles
following the injection of pellets in the plasma centre which have been
observed on different machines [24-27]. Also in the presence of additional
heating the peaked profiles decay faster [2}. This is consistent with the
observation that the diffusion coefficient is larger in the RF heated case.

A possible explanation for the reduction of the transport parameters in the
central plasma region can be found in Ref.[281. In the model proposed there
the magnetic topology in a given plasma region is linked with the shear dg/dr
which influences the size and distance between magnetic islands. Outside the
q=1 region where g% > 0 and g > 1 adjacent magnetié islands may overlap
causing the magnetic topology to become partially chaotic. The flow of
impurities along the chaotic field lines would be responsible for the large
value of the diffusion coefficient observed in that region. On the other
hand, in the central region the shear is small and the distance between
islands is large; the well nested magnetic surfaces are possibly difficult
for the'impurity to cross explaining the low value of the centrai diffusion
coefficient. |
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APPENDICES

1. ATOMIC DATA FOR NICKEL

Recommended data on atomic collision processes involving Fe and its ions have
been published in the Nuclear Fusion Special Supplement 1987. The suggested
ionisation rates for Fe ions have been introduced in our code, including the
recently discovered error for highly charged ions starting from the Ne-like
sequence [A1]. For all these ions the recommended rates and cross-sections
have to be multiplied by a factor of 1.629.

For Ni ions assessed data are available for a few ions (Ni I-IV [AZ2],

Ni VI-IX [A3] and Ni XVIII [A4]), for the remaining ions some "scaling" from
the recommended Fe data is necessary. For direct ionisation the same four
Younger's parameters can be taken for Ni as for Fe. Inner-shell excitation
followed by autoionisation (ISEA) has to be added for most of the ions up to
the Na-like sequence. Since its contribution cannot be scaled directly from
the Fe data, for Ni XIII-XVII (S-like to Mg-like ions) we use the
prescriptions of Ref.[A5]. For the remaining ions only rough evaluation is
possible, supposing ISEA to contribute similarly for both Fe and Ni ions of
the same sequence, This implies multiplication of the direct ionisation
rates by a factor of one for Ni V and by a factor of two for Ni X-XII.

The recombination rate coefficients ag are obtained as described in [A6],
whiie the charge-exchange recombination rate coefficients agx are evaluated
using the scaled reduced cross-sections proposed in [A7]. It is supposed
that both the recombining ions énd the D* ions have the same temperature Ti
as the neutral deuterium atoms T, and that this temperature can be taken
equal to Te’ at least in the external plasma region. Note that deuterium is
the JET filling gas.

Line brightnesses and emissivities are predicted for the strong An=0 ns-np
transitions of the Mg-like, Na-like, Be-like and Li-like sequences in the
corconal population approximation. The needed excitation rate coefficients
have been taken in [A8].
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The radiations detected by the soft X-ray diodes are simulated taking into
account both the continuum spectrum due to free-free and free-bound
transitions and the line radiation of the so-called Ka spectrum, including
the He-like and H-like 1s-2p lines and the associated satellites with line
upper levels populated either by dielectronic recombination or by inner-shell
excitation. The free-bound spectrum is calculated [A9]'u$ing usual formulae
for radiative recombination to form H-like ions, modified to take into
account that the vaience shell can be partially filled and that its
ionisation potential is not hydrogen-like. Excited levels are considered
hydrogen-1ike. For both bremsstrahlung and radiative recombination the Gaunt
factors are taken equal to unity. Attenuation of the 250um Be filter has
been taken into account roughly by the introduction of a éut—off energy at
2.5 keV. Similarly the diode transparency threshold towards high photon
energies is assumed to be at 25 keV. For more detailed calculations the
so-called X-ray spectral efficiency of the assembly filter plus detector
should be evaluated as function of the photon energy.

The Ka spectrum is evaluated in the following way: the He-like w and H-like
Lyman o lines are taken from [A8] where analytical formulae are given (for
the w line there is good agreement with [A101), the He-like triplet (x+y+z)
to singlet (w) ratio is taken from [A10], as well as the intensity of the
He-like, Li-like, Be-like and B-like satellites (we have added the
contribution of all the 1s-2p lines included in [A10], considering the
contributions of both dielectronic recombination and inner-shell excitation).
Finally the H-like ion recombination contribution to the x, y, Z and w lines
is included following [A10]. '

2. ATOMIC DATA FOR MOLYBDENUM

Ionisation equilibrium and radiative losses were in the past evaluated for Mo
[A9] to analyse quantitatively the old TFR experimental results. Since
available atomic data for Mo are not as developed as for lighter elements up
to Ni, one has to rely only on general formulae. Consequently we have only
updated the old calculations.

The ionisation rate coefficients SZ have been evaluated as in [A9] using the

Lotz's formula, but inner-shell excitation followed by autoionisation has
been introduced for P-like to Na-like ions according to the prescriptions of

=20~



Ref.[A11]. For dielectronic recombination the well known Merts' modification

for An=1 transitions has been added to the original Burgess' formula. Charge
exchange recombination is available using the scaled reduced cross-sections
proposed in [A7].

The continuum radiation has been estimated as for Ni with the same cut-off
energy of 2.5 keV towards low photon energies. The L-line spectrum (between
2.6 and 3.3 keV) is due to 2-3 transitions of Ne-like to Li-like ions. It
has been evaluated using the well known so-called Van Regemorter-Mewe formula
for An=1 transitions for each of the indicated ions. The global excitation
rate Q {em®/s) is given by

_1.6107% f g (B) VB
AE 3/, '

Q (a.1)

B = Te/AE, AE in eV is the average excitation energy of the involved
transitions, g(B} = 0.15 + 0,28 b E;(B) (E, indicating the exponential
integral function), f is the absorption oscillator strength., For F-like,
O-like, N-like ions the following values were taken 3.5, 2.1 and 1.35. For
F-like ions the values of 5.0 (used in [A9]) has been reduced since giving
toé large values for the Fe and Ni dielectronic recombination rate
coefficients [A6], for O-like and N-like ions the values of [A12,A13] were
extrapolated up to Mo. For Ne-like, C-like, B-like and Be-like ions Bhatia
et al. {A?M-ATY] have calculated oscillator strengths, radiative decay
rates, electron collision strengths and line intensities up to Kr ions for a
single electron temperature equal to half the ionisation potential. We
calculated for each sequence and each element an equivalent excitation rate
coefficient for all the 2-3 transitions included in Bhatia's papers. These
values were extrapolated to Mo and allowed determination of f using formula
(A.1). We obtained, respéctively, for Ne-, C-, B- and Be- like ions 4,75,
1.85, 0.8, 1.2, For Li-like ions the caleculations of [A18] (essentially
formula (A.1) with g(B) slightly modified) were used for the 3 strong lines
2s-3p, 2p-3d and 2p-3s. Since all these L-lines have photon energies
increasing from ~2.6 keV (for Ne-like ions) up to ~3.3 keV (for Li-like ions)
transmission of the 250um thick Be filter has been considered for each
ionisation stage [A19].

The procedure followed to evaluate Mo L-line intensities has been applied
also to include in the code Fe and Ni L-line intensities, with the advantage
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that Bhatia's calculations can be used directly for these two elements. In

the case of JET these lines are below the absorbing filter cut-coff energy.
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Fig. 1Time evolution of the plasma current 1, central electron density n,,, central
electron temperature T, total radiated power and soft X-ray signal. Ni is
injected into the discharge at 10.990s (plasma pulse # 17661).
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Fig.3 Central chord soft X-ray signal around the time of Ni injection with the

background emission subtracted. The dashed line represents the results of a

simulation discussed in Section 4.1. The vertical dashed lines A to F show the
times for the tomographic reconstructions shown in Fig. 4.
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Fig.4 Evolution of the X-ray emissivity distribution
(background emission subtracted) following Ni
injection as reconstructed from the line integrated
measurements for the times indicated and
corresponding to the dashed lines in Fig. 3.
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fora 3IMA discharge additionally heated with 6 MW of RF power. Mo
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Fig.7 Central chord soft X-ray signal around the time of Mo injection with the
background emission subtracted. The dashed line represents the results of a simulation
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discussed in Section 4.1,

= o s N
»r ® o O

- Emissivity (kW/m?3)

o o
[\ T -

o
(=}

JG29.787/8

Maijor radius (m) _
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line shows the sawtooth inversion radius obtained from tomography. After
the sawtooth crash at 7.520s (curves F-M) the emissivity profiles are peaked
in the plasma centre,
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Fig.9 Time evolution (300 us total) of the total X-ray
emissivity (no background subtraction) along a
horizontal central chord during a sawtooth crash
(# 18112). Figure {A)is for the sawtooth at 8.197 s free
of Mo radiation. Figure (B) is for the sawtooth at
7.520s and shows the modification of the X-ray

Jipa TR

emission due to Mo impurities.
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