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ABSTRACT

External magnetic perturbations are typically utilizedokamak devices with two operational or
experimental purposes: the correction of the intrinsic 3irefields and the mitigation or sup-
pression of Edge Localized Modes (ELMs). At JET, dedicatdts@re used for thgenerationof
these toroidally asymmetric perturbations. While errodedxist even in the absence of plasma,
in ELM mitigation experiments the external fields are meanetgodize slightly the magnetic
topology in the plasma periphery hence reducing the drivéhe destabilization of these insta-
bilities. The control of the magnetic field produced by thes#s is achieved by controlling the
current flowing in them. The real-time system responsibteH@ control, recently underwent a
number of functional improvements since its original inmpéntation utilizing the present voltage
controlled voltage sources.

This work describes the overall system, built-in functiltigacontrol algorithms and presents
preliminary experimental results along with performanssessment studies. In particular, the
main improvements are: the possibility of automaticallyueng the current references in case the
plasma amplifies the applied perturbation, real-time Htndn ofd/ /dt to reduce the electromotive
force in machine protection diagnostic systems, impleatent of a model predictive controller as
an alternative to the PID and the possibility of adaptingdtwent references, in real-time, using
an external system. The result is a flexible control systenchvis able to fulfil the operational
and experimental requirements of an international andmymacientific environment.

1. INTRODUCTION

The use of non-axisymetric magnetic perturbations is piseeing explored in many tokamak
devices such as DIlI-D, ASDEX-U, MAST and JET. They servamgarily, two main purposes:
error field correction and Edge Localized Mode (ELM) mitigatsuppression [11]. The former
tries to address and ameliorate the inevitability of maigrfetld asymmetries (due to coil imper-
fections and the presence of magnetic materials) whichesonantly interact with plasma insta-
bilities causing them to grow and ultimately cause the pasmdisrupt thus imparting significant
heat loads onto facing components. The latter relies onltkergation that, in certain operational
regimes, applying external magnetic perturbations irsgedhe frequency of ELM crashes (non-
linear stage of the peeling-ballooning instability andsdn by the plasma pedestal current density
and pressure gradient [20]) thus reducing their individotEnsity and heat loads onto the facing
components. Furthermore, low intensity time oscillatinggmetic perturbations are also used for
Resonant Field Amplification (RFA) studies diagnosing plastaaility near the so-calleab-wall
limit [28].

At JET, four coils placed 90apart, between the iron limbs and the plasma containingeljess
are dedicated tgeneratingexternal magnetic perturbations, see Fig. 1. Regardlesenfdresent
multi-purpose nature, they were historically baptised Ener Field Correction Coils (EFCCs).



Current in these coils is driven by two dedicated Voltage Guletd Voltage Sources (VCVSS)
which, in turn, are controlled by the system presented herei

This work is organized as follows: Section 2 presents a vecgiact overview of the EFCC cur-
rent control system in the JET context and section 3 desctiteshardware involved including: the
EFCCs, the voltage amplifiers and the control system. Sectitasdribes all software with special
emphasis on the MARTe framework, synchronisation mechaaisd the algorithms implemented
in each of the main control modules. Finally, section 5 pnessome preliminary results of the
operation of the system including performance assessrardis section 6 conclusions are drawn
and the anticipated future work is discussed.

2. OVERVIEW OF THE EFCC CURRENT CONTROLLER SYSTEM

The EFCC current controller system at the Joint EuropeansT@tT) tokamak has been imple-
mented using Versa Module European (VME) technology. Furtiardware details are given in
section 3 and a basic data flow diagram of the system in JETitegbis shown in Fig. 2. The
system receives timing information, optically, from JETsntral Timing System (CTS) and uses
JET’'s Asynchronous Transfer Mode (ATM) based Real-Time Ddégawvork (RTDN) [12] for a
number of purposes: reporting control errors and operatitimits violations to the Real-Time
Protection Sequencer (RTPS) [30], receiving current ezfees from the Real-Time Central Con-
troller (RTCC) [21] and measurements from magnetic diagosstirhe system also receives a
series of analog measurements: plasma current and mokisitptal from magnetic diagnostics
as well as current and voltage measurements from the VCVSsanalog outputs of the system
are the VCVSs’ voltage requests. Finally, the system resaivgital stop information from the
Plasma Termination Network (PTN) [17].

Typically at JET the person leading the experimental sasaiso known as the Session Leader (SL),
pre-configures the target current waveforms for the EFCCstderdo do this, a dedicated page is
available in JET's pulse schedule editor [35] commonly knasLevel-1(Fig. 3). Using this time-
window based graphical utility, the SL is capable of desigrthe target current references (either
in a parametric, e.g. sinusoidal, point-basedform), configure protection related parameters,
check the predicted?®t, choose the control algorithm and decide for which time winsl to en-
able control on references produced, in real-time, by RTCC.

3. HARDWARE

3.1. ERRORFIELD CORRECTION COILS

As previously mentioned, the EFCCs [5] are 4 approximatelasgghaped coils (side length
6 m) locatedd0° apart around the exterior of the plasma containment vesselfig. 1. Each coil
has 16 turns, a conductor cross section @fmm? and is allowed to operate up to thét limit
of 252 x 10°A%s. Some electromagnetic parameters of the EFCCs are presanfget].i



3.2. VOLTAGE CONTROLLED VOLTAGE SOURCES

The VCVSs driving the EFCC current consist of two units, VGY&nd VCVS,. The configura-
tion of these 12-phase thyristor bridge rectifiers has ehkince they were first used at JET for
the vertical stabilization of the plasma more than twenigrgego [9]. At that time they were bap-
tised the Poloidal Radial Field Amplifiers (PRFAS). Presetiigy serve as two quadrant voltage
controlled voltage amplifiers rated to provide to +3 kV and0 to 6 kA. Although the original
manufacturer’s documentation [16] specifies a bandwiditbdfiz, close to full voltage swings are
limited by the 50 Hz mains supply either on the rising or fajledges depending on the polarity.

3.3. CONTROLLER SYSTEM

The EFCC current controller is a VME based system contairfiegdllowing cards:

VME Programmable Logic Service (VPLS)
JET specific card providing central timing and digital eveidrmation with 1 ms temporal
resolution;

Motorola MVMES5110
400 MHz PowerPC card with 512 MB of RAM and on-board ethernesfow monitoring,
state transitions, pre-pulse configuration and post-pids& collection;

Pentland MPV956
16 channel multiplexed Analog-to-Digital Convertor (ADC)tlvia maximum acquisition
rate of 250 kSample/s and 12 bit resolutidr {0, 10]V) and 8 channel Digital-to-Analog
Convertor (DAC) with 12 bit resolution(, 10]V);

Pentland MPV922
40 digital input channels and 32 digital output channels;

Interphase ATM NIC
ATM interface for real-time 1/O.

4. SOFTWARE

The combination of VME, PowerPC and the VxWorks Operatingt&y (OS) has become one of
the standards for real-time systems at JET. Therefore regjte this standard, the EFCC current
controller system runs on top of version 5.5 of the VxWorks-tene OS and was developed using
the Multi-threaded Application Real-Time executor (MARTegmework for real-time systems.
This section describes the software components of thecatioln.



4.1. MULTI-THREADED APPLICATION REAL-TIME EXECUTOR

MARTe [27] is a C++ multi-platform framework for the developnt of modular and data-driven
real-time applications and was originally developed at.JEIE built on top of theBaseLib2li-
brary. Atits lowest level, this library implements an abstion layer of basic functionality such as
threads, semaphores or mutexes. This is where all OS-depetmtle resides. Building on the pre-
vious, a comprehensive set of OS-independent higher leaetibnality is provided. This includes
features such as object management, garbage collectiofigaation parsing and management,
data-driven object creation, http services and utilitie® (ntrospection), state machines and mes-
saging. The library presently supports the Linux, LinuxARTVxWorks, Solaris, Windows and
the MacOSX OSs.

One of the main strengths of the MARTe framework is the abititdevelop, test and debug ap-
plications in non-real-time environments and subsequeleihloy them in real-time targets without
code changes due to the OS abstraction feature. Testingoamehissioning time is minimized.
Furthermore, applications can be developed in user-sgdgé€.g9. Linux or MacOSX), where
debugging and profiling tools are vastly available, and egbently deployed in kernel-space [31]
(e.g. VxWorks or Linux/RTAl), where it's much harder to diagse run-time problems. Having
been designed with strict modular requirements in orderdgimize code reuse (one of the main
reasons supporting the choice of the C++ object-orienteguiage), it also implements a clear
separation between physics/engineering algorithmswaasdinteraction and interfacing with the
outside world. The fact that MARTe is a highly configurableltrinreaded framework means
that it is particularly suited for exploring the vastly aedile and economically accessible modern
multi-core architectures such as x86. In addition, it caegWith modern real-time programming
paradigmsby, for instance, making use of mutex priority inheritanoe aeal-time schedulers.

Over the last few years, MARTe is becoming increasingly éeldpy the magnetic confinement
fusion community mainly in Europe. At JET [2, 10], exampléseal-time applications using this
framework are: thevertical stabilisationsystem (Linux/RTAI) [6], the present and previous ver-
sions of the current controller of the EFCCs (VxWorks) [3], tkal-time protection sequencer
(VxWorks) [30], thevessel thermal mafiinux) [1], thewall load limiter systenfLinux) [32] the
advanced predictor of disruptiorisinux) [22], and thehard X-ray and gamma-ray profile monitor
(Linux) [13]. In Europe [26], it is actively supported andveéoped [33] by a dedicated commu-
nity and, apart from JET, example applications can be foartie ISTTOK [8], COMPASS [34],
FTU [7] and RFX-mod [23] tokamaks. Finally, also finding itsywtéirough to the tokamak com-
munity outside Europe, MARTEe is being used in the KSTAR to&ki§86] and is presently under
consideration for being included in the plant control systd the ITER tokamak [15].

4.2. SYNCHRONIZATION

The processing time of each control cycle was optimized mamwnder 50Qus. Although JET'’s
central timing is made available to the system withradresolution interrupting the Central Pro-



cessing Unit (CPU) via a VME mailbox Interrupt ReQuest (IRQ)Wotks™ auxiliary clock timer

is able to provide similar functionality, within the CPU ilkeat higher rates. Hence, the start
of each real-time cycle is triggered by treleaseof a semaphore in the Interrupt Service Rou-
tine (ISR) handling the VxWorks timer IRQ configured to expiomtnuously at a rate of kH .
The determinism of the application’s cycle time can be wgerfrom Fig. 4. In particular, from
Fig. 4(b), it can be seen that the occurrence of a controkayith an absolute jitter larger thaf

of the nominal application’s cycle time (506) is less than 1 every 100 cycles. In order to guar-
antee consistent time stamping of collected data with #2pelET’s central timing, whilst main-
taining the2 k Hz control cycle, a scheme has been devised, see Fig. 5, masengfuhe Pow-
erPC’s Time Stamp Counter (TSC) 64 bit counter incremented every clock cycle. Hence, the
sample time,, attributed to signal samples either acquired or processgdglthe application’s
k-th cycle is given by (1), where;, is the integer value of the TSC angd. is an estimate of
the TSC’s period given by the exponential moving avergge= 0.9995x;-1 + 0.0005x}* and
wherex” = 1073 /A7) is the latest available measurement of the TSC's period. ibl§d), t*)
and7(® are, respectively, the time given by the VPLS module (with:as resolution) and the
value of the TSC when the VPLS IRQ immediately before the priesantrol cycle occurred.

th =t + x4 (7 — T(U)) (1)

4.3. CONTROL MODULES

This section describes the various modules performing liblgagjcontrol task. A basic data flow
diagram of the control algorithm is depicted in Fig. 6 heociéf used as reference. Detailed
descriptions of the different modules and their interatiare presented below in individual sub-
sections.

The plant itself essentially comprises the VCVS in an egeivERL circuit containing the in-
ductors (EFCCs) and a finite resistance. Using the Euler mdthdicretize a Tavenin equiv-
alentRL circuit yields (2), wheré/, is the output voltage of the VCVS;, is the current flowing
in the EFCC circuit and?,,, L., and F;, = 2 kHz are, respectively, the equivalent resistance,
equivalent inductance and the sampling frequency of thiesys

Vie = Reqli + LegFs (I — Ij—1) (2)

Mutual inductances between the EFCC circuit and other ¢gcave been assessed and ne-
glected in (2) to a good approximation. The mutual inductaneere assessed by, while changing
the currents in each of the other potentially coupled ciscundividually, observing the voltage
request necessary to control the current in the EFCC ciroueto. It is worth noting that this
was done using standard JET dry-runs and that there was rastopjy to perform systematic
tests sweeping the rate of change of the currents in theugciocuits thus inducing electromotive



forces of different magnitudes in the EFCC circuit. Becauseleu these conditions, no mutual
inductances have been measured, their effect was negladi2d

All results presented herein were obtained with a single V@d8trolling the current in a
circuit containing all four EFCCs. Basic analysis of circuieogtion in steady-state conditions and
of the exponential current decayexp|(—t/7|, wherer = L.,/R.,, established thak,., ~ 330 mS2
andL., ~ 36.7 mH.

4.3.1. Kalman filter current estimation

Using the circuit model (2), and given that experimental soe@ments of the EFCC current and
VCVS output voltage are available, it is possible to use thenga Filter (KF) [19] to estimate
the EFCC current with a better Signal-to-Noise Ratio (SNR) tienactual measurement. The
KF is a linear two-stage recursive estimator which combiheseretical knowledge of the system’s
temporal evolution (prediction stage) with system measerds (correction stage), in order to
minimize the mean-square error of the state estimatiorhismpiarticular case, and in the prediction
stage, a prior EFCC current estimdfecan therefore be written as (3) whefe , is the posterior
estimate of the previous cycl&} is a measurement of the VCVS'’s output voltage= L., F;
andg = 1/(Re; + ).

[]; = Oéﬁ[lj_l + Vi (3)

Similarly, in the correction stage and according to the g€~ equations, the posterior KF es-
timate of the EFCC current is given by (4).

IF =1, + K, x (" = I]) (4)

It is worth emphasizing that the KF gaik, needs not be computed in real-time since this is a
linear time-invariant KF implementation. In order to pralaulate the gairk;, one has use® =
600 (the measured noise variancelifi“**) and@Q = 10~ x R (the process noise variance) to
obtain K, = 0.2673 after recursively evolving the associated Riccati equdtl@j until a steady-
state is reached anll;, is considered to be sufficiently stationary. Fig. 7 shows mpmarative
example between the raw current measurenigfit® and the KF’s posterior current estimatge
where the SNR improvement is evident. The ratio between d@in@nce of the noise in the KF's
posterior current estimate and the variance of the noideeictirrent’s raw measurement has been
found to be< 1/6.

In order to further assess the performance of the KF curisgimhate, the frequency response in
terms of amplitude and phase delay, when compared to the emsumements, has been evaluated.
Fig. 8 shows the results of this study for a frequency scarbof 70 Hz in steps of 10 Hz. The
DFT is used to calculate the amplitude of both the KF estiraatkthe raw measurement. Fig. 8(a)
shows the difference between the two, normalized to theitundplof the raw measurement. It can
be seen that, up to 70 Hz, the amplitude attenuation of the IéBtimate never exceeds 10%



of the actual amplitude. Fig. 8(b) shows the delay betweenkif’'s estimate and the current
measurement, normalized to the period of the oscillatidre rEsults were obtained using standard
cross-correlation analysis of both signals and it can ba #es the delay of the KF's estimates
never exceeds 7% of the oscillation’s period.

Using this scheme ankl rather than/;*e** for feedback control one reduces the propagation of
the measurement noise into the control action itself. Theepo pay is some amplitude and phase
distortion of the current estimate with respect to the mesasent.

4.3.2. Mode-lock compensation

The mode-lock signal is commonly used for protection in tok& research. It measures the
amplitude of the potentially disruptive = 1 MHD activity. At JET this signal is given by (6)
and its components are given by (5), whérdenotes the discrete time index. E@ffg signal

Is the magnetic field measurement at time inél@btained by integrating saddle loedocated in
octanty, see Fig. 9.

it = (8950 + S22 — 50 + 5071
(5)

cos Oct1 Octy Octs Octs
Mp—1k = [Sl,k +Sl4,k] - [Sl,k + Sl4,k}

Mo =\ [mgn ) + [mees, ] (6)

It is often the case that the plasma amplifies these RMPs taihéwhere the mode eventually
locks to the resistive wall and disrupts the plasma impgitéinge eddy currents and forces on the
containment vessel. One way to ameliorate this effect wbaldo, as soon as the,,_, ; is ob-
served to reach dangerous values, automatically lowerutrertt in the EFCCs to try and reduce
the plasma amplification. However, in order to do that, itssuaned that this signal measures
exclusively the plasma response and not the contributichetirect pick-up from the external
magnetic perturbation. It is therefore clear that some mearcompensate:,,_; ;, SO that it
contains exclusively the contribution of the plasma respors necessary. The form for the com-
pensated mode-lock signal, _, , used herein is shown in (8) and its, individually compertate
components are given by (7).

N-1
sin/ s EFCCg § EFCCr
mMyp—1 k - < @i [ b [ k—i )

=0 =0

cos’ EFCCy § : EFCCs
mn:l,k - < Cl‘lk’ ) d I k—i )

2
Mpy—1k = \/ me Zosi,k] (8)




The N coefficients in (7) were obtained by fitting (linear leastraies), in a discharge without
plasmam;i;‘/l’k andm;"jm to zero for a4 s window 72 — 76 s as shown in Fig. 10), during which
no other circuits were active. The continuous lines reprege uncompensated signadsfl(';‘m
andm;?, ;) while the dots represent the compensated oneﬁ?g'l(k and mffj'Lk). For compu-
tational reasons the numbéf of coefficients in (7) should be as small as possible. However
using N = 1 implies completely disregarding any eddy currents indueegl in the vessel, due
to changes in the EFCC currents. In fact it can also be seemngirilBithat, for the chosen value
of N = 2, a better compensation is achieved in the region where threrds are stationary, i.e.
my™ . andms?, . are essentially constant. It is worth stressing that thisoismeant to be an
exact cancellation mechanism but more of an approximatdi@agon scheme.

4.3.3. Reference multiplexing, adaptation and checks

This module is responsible for: (a) checking that the EFCCeriis are within pre-determined
boundaries; (b) performing the multiplexingf the references pre-configured by the SL and the
real-time references from RTCC and (c) adjusting the refsremccording to events in PTN and
the compensated mode-lock signal calculated in the previzadule.

After multiplexing, the current referencafﬁif1 are set to zero in the event of a plasma ter-
mination request or are adjusted according to (10), wheris given by (9).mq and Am are
configurable parameters and their effectypns exemplified in Fig. 11.

1 4 (mo — mj,)

=—|1+tanh | ——~
Tk 2 { +tan ( Am 9)
LY =y x I (10)

This mechanism significantly reduces the reference cugn@htle ann = 1 mode of consid-
erable amplitude exists in the plasma. As soon as the modétadepis reduced, the references
automatically return to the desired values.

4.3.4. Reference slope limitation

This module is responsible for implementing a maximum alisotate of change (slew rate) in
the EFCC currents. The reason for this is because the toloaimmetric fields are inductively

picked-up by the protection system of the toroidal field €aircuit (the direct magnet safety
system) leading it to believe that a non-existing problers decurred. It has been determined
experimentally that the pick-up threshold for triggeringaarm is when the EFCC currents are
varying at a ratel/ /dt = 40 kA/s. The idea is therefore to calculate the slope obtaihealigh

a linear regression of the paat current estimates plus the current refereﬂ,ﬁé’ desired to be

n the present context, the term multiplexing is used to describe the selection process by which the current reference used
in the control algorithm is chosen between the one pre-configured by the SL and the one made available by RTCC in real-time.



achieved in the next control cyéleHence a linear regression of + 1 points. If the calculated
slopea, given by (11}, is such thata| < |as|, where|ay,| = 40 kA/s, then the new slope limited
reference is the same as the adjusted reference calculeteglprevious module, ﬁifl = I,:ifl'.

In case this condition is not satisfied, then it is possibleeteerse(11) and calculate the new
referencdgiﬂ” that satisfiega| = |asy|, thus optimizing the ramp-down rate to the fastest possible
value without violating the slope threshold previouslyabsshed. In this casé,:j’;” IS given

by (12) whereu,, is either+40 kA/s depending on the slope violation direction.

N-1
a= {NAt x L+ Nt x I~

1=0

N N-—1
N;Jrl (Z ZAt) X (sz_fl + Z I]j_l-> } X (11)
1=0

1=0

-1

Z(iAt)z - NLH (Z iAt)

=0

i=0 =0

N N 2
ref! . 1 3
]kJrfl = Aip, X E (ZAt)2 — N——|—1 < E ZAt) +

N N-—-1
- (ZiAt) X (I,:iﬂ' +> ],ji) - (12)
=0

=0

N-1 N -1
Zz’At X [,j_l} X {NAt - ¥ Zz’At}
=0 =0

An example of this mechanism in action can be seen in Fig. 42 faulse where there was a
termination request @t~ 73.55 s. On every cycle, the las{ = 5 KF current estimates plus the
current reference for the next cycllﬁq) are used in linear regression’s slope calculation. It can
bee seen from Fig. 12 that@at- 73.55 s the adjusted referend@iﬁ/ (in green) is immediately set
to zero however, the actual reference used for corjgﬁﬁi' (the slope limited reference shown in
red) exhibits a descent slope40 kA/s as desired. The latter is subsequently used to perfioem t
desired controlled current ramp-down as depicted by the tluve.

A much simpler mechanism could have been devised to perfbarsame task however, a
significant advantage of the proposed method is that it talslaé for coping with the noisy current
estimates. So, instead of using two noisy estimates to ledéca slope, using this method, and

2Given two sets of data points {z;,y;}, with i = 1,2,..., M, the slope of the straight line y = ax + b that best fits {z;,y;}
M
in the least-squares sense, i.e. mibn Z(?ﬁ —ax; — b)2, is given by a = Cov|z, y]/Var[z].
a,
vi=1
311?—i is the history of current estimates calculated by the KF module using (3) and (4) and At =1/Fs = 1/2000 = 500 pus.



assuming that the KF current estimates are sufficientlyasda (i.e. the noise associated with
them is zero-mean), ensures that the slope calculationtgsnelol using the straight line that fits
best the lasfV estimates pluf,z‘i’:.

It is also worth noting that, if this mechanism is to be usetl ordy when there has been a
pulse termination request, the choice/éfmay impact on the overall bandwidth of the system.
For example, in the case just shown whéfe= 5, means tha\7" = N/F; = 5/2000 = 2.5 ms
which corresponds to a limiting frequengy = 1/AT = 400 Hz, well above the overall system

bandwidth.

4.4. CONTROL MODES

The user can choose between a PID and a MPC based algorithm.

4.4.1. Proportional Integral Derivative control

The PID [14] is, together with the bang-bdrgpe of control [29], certainly the most widely used
control scheme. This mechanism is based on the differenweeba the desired value and the
present value of the controlled parameter. This differaaa@mmonly referred to as therror
signal. In the case of the present application the errorvergbye;, = I,Zifl — It i.e., the
difference between the desired value of the current for &x¢ control cycle and its present value.
In its general form, the control actidri,“?, i.e. the request to the VCVS, is calculated using (13)
where K, K; and K, are design parameters. The control action is thereforedbasex linear
combination of the error, its integral and its derivativieislexpected that the effect of the control
action steers the system in the direction of redu¢inghowever, that may not always be the case.

k
V=K, X e+ % X 2 Gircin +2€i_1
Although the PID is a well established and thoroughly stddieethod, typically credited for
its robustness and for its obliviousness of the nature obitigerlying process, it is hardly exempt
of weaknesses [4]. In particular, the fact that it doesrKetanto account information about the
underlying process means that, rather than predictingytbters trajectory in state-space and an-
ticipating the control action, the PID haswait for the system to deviate from the desired state
in order to start taking some action. It is therefore inaitio realize that, especially under non-
stationary conditions, any system output controlled witPIR is always lagging behind its target
state. Also, because the control action’s calculation lislgdased on a linear combination (with
fixed coefficients) of linear operators acting on the error signal, means thatrinot be the solu-
tion of an optimization problem in the entire operationaindon. That is to say that PID control is

not optimal.

+ KdFS X (ek — ek_l) (13)

4Bang-bang control, also known as on-off control, is a scheme for which typically the control action is either disabled or at
a fixed intensity level.
5Gain scheduling is certainly possible but assumes some knowledge about the process.
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In the present context, the use of external magnetic pextiors to measure the RFA effect on
JET plasmas requires operation of the EFCCs at various freggewithin the system’s capabili-
ties, typically in the rangé — 50 Hz. PID-based control is incapable of providing optimaltroh
across this whole range of frequencies. In the presentcgtign one has chosen to, while giv-
ing the user the option of using a basic PID algorithm, dgv@lonore sophisticated model-based
approach in an attempt to overcome some of the aforementidli2 weaknesses.

4.4.2. Model Predictive Control

The model-based method chosen was MPC. The main principleRsf 5], also known as re-
ceding horizon control, is to solve the open-loop controlpem, in real-time and on every control
cycle for a finite temporal horizon using the present plaatesas an initial condition, in order to
determine the sequence of control actions optimizing angoréerion. Although the optimal set
of control actions, at a given time instant, is calculatedddinite prediction horizon, only the
control action for the present is actually executed. Whenpwssible, the most relevant physical
limitations of the system, such as actuator bounds and dtaein, are taken into account so that
the solutions of the optimization process are constraiaedrealistic operational space.

Clearly an MPC implementation can be rather demanding ingerhtomputational burden.
Keeping in mind that each optimization process needs to Hernpeed and complete within two
consecutive control cycles, the choice of the predictiatidon is tightly coupled with the system’s
bandwidth specifications/requirements which, in turrgregty influence the choice of the control
period. One of the greatest strengths of MPC-based conttbhtsit solves the optimal control
problem for a finite prediction horizon, in real-time, usitige present plant state as an initial
condition rather than, as is done in conventional contr@reaches, pre-computing off-line a
control law (even if optimal with respect to some criteriongr all possible system states.

The optimal control problem is expressed as a cost functiminmzation problem. A typical
form for the MPC cost function is given by (14), whehg, is the number of discrete time in-
stants in the prediction horizon and ||, denotes th€-norm uy, is the set of control variables
I.e. the physical quantities used to control the system,/sngddenotes their change between two
consecutive control cyclep.,’;“d = pi”d(pir_ef, u;) denotes the recursive forecast, within thig
sample prediction horizon, of the set of process variab&sdocontrolled (a function of their

starting valuepﬁrff and the inputs1;) while r;, denotes their target values. It is worth noting that,

fori =1, p"“! = p?*!(p?"*! ), i.e., the initial condition is the estimate rather than phedic-
tion of the process variable set in the previous controley€inally,w,, w, andwa, are simple
weights. The leftmost term on the right-hand side of (14)gtieas deviations of the variables un-
der control from their target values. The middle term peamaithentensityof the control action
while the rightmost term penalizes the excursions in camseecontrol actions. While minimiz-
ing the leftmost term is actually the ultimate goal of tharenbptimization process, the other terms

provide soft constraints that often help mitigate prat¢ocablems related to the control effort. It
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is worth noting that, in casé, is written in the form given by (14) arp‘,’;md(pﬁf, u;_1) is linear,

minimizing J;, is an analytically solvable linear least-square optimaraproblem.

Np

Je = Z{prPZTg(Piff—p Upi1) = Trpil 5+
=1
Wl [Weri-1|3 + waal|Augi-1 |3}

Let one assume that the cost functignone wishes to minimize in every control cydleis
given by (15). The aim is therefore to calculate the voltagmguests, for the present(*?) and
the subsequent control cycle/ (), that minimizesJ,. Only V,/“/, the voltage request performed
by the controller at the end of the present control cygles actually performed. In this case, the
prediction horizon isV, = 2. Having specified the desired bandwidth of the system toobeHz,
it is reasonable to have a control application running atela— 20 times faster. A control cycle
of 2 kHz was chosen. At this rate, tests revealed that perfgriine online optimization within

(14)

the application’s cycle time was not possibleNf, > 2 with the presently available hardware
resources. Therefore, the controller has been implemevitadV, = 2.

To= (k) + (- nsh) 5
m (Vkreq . Vkrfql)Q +e (Vkrj({ B Vkreq)2

In this case there is only one process variable under cowtralh is the estimate of the cur-
rent (/;) in the EFCC circuit as given by the KF, see (4). In the lightef previous discussion one
has that?""' = 1751, Vi) and Il = 1275017, Vi°l). These will therefore need to be ob-
tained and substituted inside (15). It is worth clarifyihgtt[,fffl is a prediction, performed during
control cyclek, of what the current in the circuit will be at the beginningoaintrol cyclek + 1,
that is, after the voltage requégf® at the end of control cyclé has been performed.

In order to proceed, let one now consider the behaviour o¥/¥S. The VCVS, being a non-
perfect voltage amplifier, will have a finite complex tramdienction associated with it. This is
to say that the VCVS does not instantaneously provide theestqd voltage. Let one specify a
linear model of the form given by (16) to express the VCVS’'otitvoltageV;,, at time indexk,
as a linear combination of past output voltage measurenagmtgshe VCVS's readbatlof past
voltage requestg**. Two assumptions are implicit here: (1) intuition-basesuasption that the
VCVS'’s output voltage depends not only on the present andvoeétsige requests but also on the
past output voltages and (2) these are linear dependeridas.that the two most recent output
voltage measurements are assumed to be unknown. The omengefe: = 0 (b,) is a consequence
of the present output voltage being on the left-hand sid&®&). (The absence of ttig coefficient is
because, as will become clear shortly below, if one usestolcﬁalculatev,fjgd, the output voltage

6y bk comes originally from an analog signal, produced by the VCVS, containing the last voltage request acknowledged
by the VCVS itself. This signal is subsequently digitized in the controller application. In noise-less environments, the voltage
request performed at the end of control cycle k (Vkreq) is exactly the same as the readback voltage at the beggining of control
cycle k+1 (V7h).
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at time indexk + 1 (V,1) will not be known/available yét

Zkaﬂchz | (16)

If one now assumes th&j “ ~ Vk’"j’i (i.e. the voltage request calculated and performed at the
end of control cycle: is approximately the voltage request acknowledged by the & @wthe be-
ginning of control cycle:+1), and therefore that, i1 ~ V,/% then, using ((16)), yields ((17)Mfﬁd
andv,fjgd are the VCVS'’s output voltage predictions for the future (fiore indexes:+1 andk+2,
respectively). It is worth stressing out that these préahist are performed in the present, i.e., at
time indexk.

Ny—1

VIS =) b Vi + eV + Z Vit
N2 = (17)

VPt = Z biraVi—i + coVii1 + V™ + Z Vil

System identification technlques are required to deterrthaeoptlmal set of coefficients;
andc; for reproducing the VCVS'’s behaviour. In order to do this, egfrency scani(— 70 Hz
in 10 Hz steps) was performed where the VCVS was driven in ppgrpmmed voltage control, see
Fig. 13, and the coefficients were subsequently determiroed the acquired data using Matlab’s
auto-regressive exogenous modelling function. The repoaiccuracy of fit was 86% and the
coefficients obtained are depicted in Fig. 14. It was obskthat, for N, and N, > 11, the
improvement in the accuracy of the fit was marginal. It is ewitthat, in overall terms, the voltage
request has a bigger impact, especially in the first four tags, than the set of past output voltages.

Basic VCVS tests revealed that it was in fact unable to providamssolute output voltage larger
than 1.8 kV. Fig. 15 shows the operational domain of the draplin the context of anV, = 2
prediction horizon. In the same figure, the red labels nustber- 8 designate a particular zone
in the frontier of the domain an@lits enclosure. These will be used later on as a referencédor t
constrained minimization of the cost function.

In order to finalize the derivation of the MPC-based contralapns for the problem at hand,
let one start from the generBL circuit equation (2) and rewrite it in the form given by (18&ry
similar to the KF’s prior current estimate (3), is the current flowing in the EFCC circuity, is
the VCVS'’s output voltagey = L., Fs and = 1/(R., + «). As previously discussef,,, L.,
and F are, respectively, the equivalent resistance, equivatelnictance and sampling frequency.
The mutual inductances are assumed to be zero.

I, = aBl—1 + BV, (18)

"Note that this predictive calculation is performed in the present, i.e. in control cycle k.
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In the light of the previous, and in order to obtain the curpgadictions/k + 177 and Ik + 27"
for the next two control cycles one writes (19). It is worthl@moting that for the first prediction
the starting pointis the KF's present current estinigtevhile for the second prediction the starting
point is the previous one.

17! = aBL + gy’
(19)
17 = aBILS + VLS
So, substituting (17) in (19) and subsequently the latted5) yields.J, = Ji(V,*,V,[}9),
where all other quantities are either available measurésfestimates such ds, V;._; and V"%,
or known parameters such &s,, L., and F;. It is straightforward to verify that the minimization
of this expanded version of (15) expresses a convex probéroehadmitting only one minimum
which is the necessarily the global.
In order to findV,** and V] that provides the unconstrained minimumJgfone has to solve,
as usualVJ(V,“, Vi) = 0 yielding (20), where) = afcq + ¢;.

Vreq
B G+ %) +p+E Bt —¢ '
Vk+1
(20)
P TS S, VI Vies, VIES)
gL L, Vi, Vi, Vi2%)

The previous is of the formrA x V"¢ = T". The square matriA admits an inverse if (21) is
satisfied. It is straightforward to note that:Af,, L., p, &, co andc; are all positive, then (21) is
always satisfied.

det(A) = B2 (8°cy + 265€ + 7€+ pcg + 2co)) + p # 0 (21)

Under these assumptions, the solution of the unconstrameuhization problem is always
given by Ve = A~! x I'. Although by itself this is, in principle, already an impeoaent
over PID-based control, there is still the VCVS’s operatla@main to take into account in the
minimization process. Strictly speaking it becomes a lifeast-squares minimization problem
with inequality constraints. Although in principle soNahusing Lagrange multipliers or more
sophisticated quadratic programming methods, the apprtzd@n herein was far simpler. First
the unconstrained minimization problem is solved and, khthe solutionV" lie inside the
VCVS'’s operational domain, no further processing is reqlif@hould it lie beyond such domain,
then the frontier is analytically scanned to find out the galofV,*’ and V] for which J;, is
minimal.
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In the following section, preliminary results are shownaeting the VCVS modelling and
controller performance.

5. PRELIMINARY RESULTS

In this section, preliminary results of the operation of slystem are presented. In particular, an
example is shown of mixed operation of the controller sysietarleaving pre-configured cur-
rent references with the ones provided by RTCC in real-tinus tommissioning the reference
multiplexing logic.

Also, a basic assessment of the quality of the VCVS modellmdy@ntroller performance is
done in comparative terms for both the PID and MPC-based@antvdes. Regarding MPC con-
trol, also different configurations @f and¢ parameters were tested.

5.1. CURRENT REFERENCE MULTIPLEXING LOGIC ASSESSMENT

This section illustrates the commissioning tests of theresfce multiplexing logic, see Fig. 16.
The blue curve represents the KF posterior estiniatef the current flowing in the EFCC circuit,
the red curve is the pre-configured SL reference and the ldaocke is the real-time reference
computed at a rate of 500 Hz by RTCC and sent to the controlesyover JET's ATM-based
RTDN. The dark and light gray areas are pre-configured by theeSpectively, as the time win-
dows for which control from RTCC isn’t and is allowed. Furtimare, even if in control, RTCC can
yield it by instructing the controller to revert the curreeterences used for control to the ones pre-
configured by the SL. So, analysing Fig. 16 one notes that, fo28s, RTCC is requesting control
but the controller is following the SL reference. Then,28r< ¢ < 29s, RTCC refrains its control
request. Fo29 < ¢t < 31s RTCC requests control and is finally able to get it (noticétthacurrent
starts to follow the black reference rather than the red tarjisg from¢ = 30s corresponding to
the beginning of the allowed window. Further ahead,¥or< ¢ < 32s and although inside the
window that permits RTCC control, RTCC vyields control and therent goes back to following
the SL (red) reference. Finally, fé2 < ¢ < 33.5s, RTCC claims back control and the current
starts tracking the real-time reference once more. -At33.5s, a stop test is performed to evaluate
the responsiveness of the system under those circumstances

This test successfully completes the commissioning oféference multiplexing feature.

5.2. VCVSMODEL PERFORMANCE

In this section, the quality of the VCVS modelling is succipenalyzed.

A current reference waveform consisting of a 3 kA baselinthwseven 0.5 s time windows
of AC operation with a frequency range t¥f — 70 Hz in steps of 10 Hz was pre-configured, see
Fig. 17. The amplitude of each AC portion was chosen not teest¢hel7 /dt limits so that there
was no chance of tripping the toroidal field circuit’s prdiec system, see 4.3.4. Sindé/dt «
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w x A, wherew is the AC frequency and is its amplitude, an increase inneeds to be compen-
sated by a decrease ihin order to limitd/ /dt.

The idea here is basically to assess the accuracy of thetougftage predictiori/k’ﬁd which
is based on the VCVS model. The VCVS model, as previously dsszljss a linear model given
by (16) and for which the coefficients and ¢; were calculated from the data obtained in an
experiment performed in pre-programmed voltage contreh¢le without feedback) as shown in
Fig. 13.

Four different controller configurations were used to calrttre current in the EFCC circuit us-
ing the reference depicted in Fig. 18. The data is taken fieinplilses 83737 (blue), 83735 (green), 83736 (red
and 83778 (cyan). The first three controller configuratiores MPC-based and characterised
by =¢=107% p=¢ =103 andu = £ = 1072, respectively. The fourth controller configu-
ration is PID-based witl(,, = 5, K; = 20, K; = 0. A set of relevant time traces obtained (within
the 30 Hz time window) are shown in Fig. 18 for the differenntoller configurations. The first
noticeable thing is the saturation of the voltage requeslilinonfigurations. The reason for this
is that the DC (resistive) component alone consumes almkst df the total VCVS’s available
output voltage (1.8 kV) thus essentially leavieg300 V for the AC’s positive half-cycles (mainly
inductive). The second observation is that, in general dihdagh a more pronounced effect at
higher frequencies, there is a lag between the controltprast and the VCVS'’s output voltage
thus confirming the need for modelling the VCVS’s transferction. A third remark is that, in
general, there is a visibly acceptable agreement betweemdldel’s predictions and the true ob-
tained voltage for which a quantification is presented in Fifj By performing the DFT of the
output voltage and the predicted output voltage, one istalpéot the difference in their amplitude
normalized to the amplitude of the output voltage, [|&.FT (V")) | — |DFT(V;)|l/|DFT (V)]
as shown in Fig??(a) for each of thescannedrequencies. The immediate conclusion is that the
model tends to overestimate the amplitude of an oscillatertput voltage. The exact cause of
this effect is not yet fully understood at this time. By penfong the cross-spectrum analysis of
the output voltage and its prediction, one is able to esentiatir phase delay normalized to the
oscillation period and plot it as shown in Figfz(b). From this it can be seen that the delay in the
estimation of the VCVS’s output voltage is never larger th@#oIof the period of oscillation.

5.3. CONTROLLER PERFORMACE

In this section, the controller performance is succinciyessed.

The same controller configurations and JET pulse data ustxiprevious section were also
used herein and an example of relevant time traces obtawigdr( the 30 Hz time window) are
shown in Fig.??. Itis not surprising to observe that, in Fig2(a), for the AC’s negative half-cycle
both the blue and green curves adequately match the retevemereas for the positive half-cycles
that is not the case for any of the curves. The fact that the M#t@igurations withy, = ¢ < 1073
are able to provide better control (closer to the targetesfee) than with the other configurations
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can be seen from the voltage requests shown in®2igp). It is clear that these MPC configurations
react faster than the others. This suggests that, for iostahe penalizing factorg = £ =
10~2 of the other MPC controller configuration severely limits thutput bandwidth of the control
action by restricting voltage request excursions in comtbee cycles. Regarding the PID-based
control example, one must mention that its settings havéeen optimized for the operation at
any specific frequency thus it's output bandwidth couldaiaty be improved by increasing,
and eventually decreasing; however, and ultimately, no single set of parameters can leve
optimal for every frequency. The previous discussion ig alsnfirmed by Fig??(c) where the
value of the cost function, is shown. The fact that, fgn = ¢ = 1072, its baseline is at least
one order of magnitude above the others and that its norethéxzcursions are smaller than the
others, indicates that the cost function minimization psxcis dominated by the terms penalizing
excursions in consecutive voltage requests. Finally Figd) shows, with respect to the VCVS’s
operational domain (refer to Fig. 15), where the solutidrti® constrained minimization of; lie.

As expected, in the positive AC half-cycles the solutioastiainly in the frontier of the operational
domain whereas in the negative half-cycles they lie inddedperational domain (meaning that
the constrained and unconstrained minimization solutcmiscide).

In order to further quantify the performance of the diffareontrol schemes under scrutiny, the
exact same study that was done to assess the VCVS model inetrieys section was performed
to assess the control performance. By performing the DFTeofalget reference current and the
estimated current obtained, one is able to plot the difiegan their amplitude normalized to the
amplitude of the reference current, ileDFT(I¢*)| — |[DFT(I;)|)/|DFT(1;")|, as shown in
Fig. ?7?(a) for each of thescannedrequencies. Whereas all MPC-based control schemes exhibit
similar performance, the PID used herein substantialgnathtes the amplitude of the oscillatory
output current with respect to the reference. By performhmeg dross-spectrum analysis of the
current reference and the estimated current, one is abld@dotheir phase delay normalized to
the oscillation period and plot it as shown in F&¥.(b). It can be seen that, with respect to the
delay, on average the MPC-based schemes with ¢ < 102 (blue and green curves) behave
very similarly. Likewise, both the MPC-based approach with- ¢ = 10~2 and the PID-based
control behave very similarly.

6. CONCLUSIONSAND FUTURE WORK

A real-time application for the control of external magogperturbations has been developed,
implemented and integrated in the suite of real-time cdieti®in the JET tokamak. The main fea-
tures of the system are its ease of use from the SL interfagde+tock based adaptation and slew
rate limitation of the current references, multiplexingefierences between pre-programmed con-
figuration and externally provided ones in real-time anddheice between PID-based or model-
based control.

Although using hardware technology from the 1990s, whiadnévally became widely adopted
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and a standard at JET, the system is not only capable of myegsimequirements but also of
implementing advanced control schemes withif0@us control cycle period. The use of the
MARTe framework for real-time applications greatly easke tlevelopment and testing process
by enabling development work in a non-real-time environnfemux) and the deployment in the
live environment with minimal code changes. The synchraton mechanism devised enables
the application to run at a clock speed twice as fast as thigatdiming signal available in the
VME crate while still providing accurate and consistentdistamping. The KF-based current
estimation provides a good improvement (1/6 of the raw messent’s noise variance) in terms
of SNR of the control variable. This is crucial as all conteaitions are ultimately driven by
it. The mode-lock compensation and slew rate limitationddjusting in real-time the current
references are expected to anticipate and amelioratesetrettwould, if disregarded, ordinarily
stop the entire experiment. In particular, both allow theurae of the originally planned operation
conditions in case the offending event is successfullygatgd.

One of the major improvements of this system over its preskans is the capability of receiv-
ing the current references, in real-time, from RTCC. Thiseysallows the implementation of
algorithms built upon Simulink-like control/signal praseng blocks and used for experimental
purposes. This allows the use of arbitrary sets of signasadble in RTDN to steer the EFCC cur-
rents, in real-time, according to the goals and the evolgitage of the plasma pulse. There is
already an interest of exploring this feature for the r@aktcontrol of the ELM size/frequency
crucial to reduce heat loads on to plasma facing componEimslly, the development of an MPC-
based control aimed at the optimization of the controllefqgrenance especially in RFA exper-
iments is expected to improve the quality and the overalldiadith of the system. Although
the VCVS model, used in the MPC-based control scheme, reqaores re-tuning to prevent the
over-estimating the VCVS'’s output voltage, the system hesadly demonstrated to provide the
functionality required to incorporate external magnetctprbations into plasma experiments at
JET.
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Figure 1: The error field correction coils at JET.
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Figure 2: EFCC current controller in the JET context.
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Figure 6: Control algorithm simplified data flow diagram.
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Figure 20: Control performance - (blue) MPC with
u=E=10"" (green) MPC with u=&= 10", (red) MPC
withu =&=107%, (cyan) PID with K, = 5, K;= 20, K,= 0
and (black) reference - (a) Estimated current; (b) Requested
voltage; (c) Cost funct ion; (d) VCVS operational space
index (refer to 15).
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u=§&= 107, (green) MPC with u =& = 1077, (red)
MPC with u =& =10 (cyan) PID with K, = 5, K; = 20,
K, = 0 - (a) Normalized amplitude error; (b) Delay
normalized to period
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Figure 21: Control performance - (blue) MPC with
u==E&= 107, (green) MPC with u =& = 1077, (red)
MPC with pu=E =107, (cyan) PID with K, = 5, K, = 20,
K, =0 - (a) Normalized amplitude error; (b) Delay
normalized to period.
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