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ABSTRACT

An optical flow method is applied to the study of several fusion plasma relevant issues, including

plasma wall interactions. A multi-resolution coarse-to-fine procedure is used in order to cope

with large displacements of objects between consecutive frames, characteristic of plasma images

captured by JET fast visible camera. Occlusion modeling is also implemented. The method is

able to provide good results for JET fast-visible camera images which can be affected by

saturation, discontinuous movement, reshaping of image objects, low gray-level in-depth

resolution. Significant experimental cases concerning pellet injection, plasma filaments and

MARFEs are analysed. The method is able to provide the real velocity for objects moving close

to structures.  

1. INTRODUCTION

A wide angle view fast visible camera (Photron APX) was recently installed in the Joint

European Torus JET [1]. The camera is viewing the full poloidal cross-section of the vacuum

vessel and is covering a toroidal extent of ~90o. The wide angle view is appropriate for the study

of pellet ablation, large scale instabilities and plasma wall interactions. Since the high

confinement mode of operation (H-mode) is the standard operating regime envisaged for ITER,

Edge Localised Mode instabilities (ELM) [2] are of particular importance considering the power

loads they can induce on the plasma facing components. Recently it has been proven that the

view of the fast visible camera is able to provide useful information about ELMs [3].

Investigations of pellet ELM triggering, as a method to mitigate the ELM-caused heat load on

plasma facing components, have been also recently performed on JET by means of the fast

visible camera [4]. The fast visible camera observations may support also the validation of



existing theories concerning ELM energy transport [5] and the study of filamentary structures

observed during the development of the ELM instabilities [6].  

Important quantitative information can be obtained by applying image processing techniques to

the data provided by the fast visible camera. Specifically, the sequences of ordered images allow

the estimation of motion as either instantaneous image velocities or discrete image

displacements, the so-called optical flow. The estimation of motion information from image

sequences is a key problem in computer vision. The objective of the analysis consists of finding

the vector field, which describes how the image is changing with time (see e.g. Refs. 7-8 for

good overviews on this subject). This provide important information about the spatial

arrangement of the objects viewed and the rate of change of this arrangement. Discontinuities in

the optical flow can help in segmenting images into regions that correspond to different objects.

Optical flow can be used also for object detection and tracking, as well as movement detection.

The aim of this paper is to prove that optical flow can be successfully applied to study different

fusion plasma relevant issues, including plasma wall interactions, using images from the fast

visible camera. It is proved that the optical flow approach is able to offer unique information

concerning  different plasma physical phenomena

2. OVERVIEW OF THE METHODS

The optical flow method attempts to find the vector field which transforms one image into the

next image in a sequence of frames. The most widely and accurately used differential methods

can be classified into two large categories: i) local methods, such as the Lucas–Kanade technique

[9], which assume a small neighbourhood of constant flow and which are more robust against

noise and ii) global methods such as the Horn-Schunck approach [10] which introduce a

regularization smoothness term, providing dense flow fields.



The basic assumption of both categories of techniques is that the grey levels of objects in

subsequent frames do not change over time, which allows writing :

( ) ( ) 0,,1,, =−+++ tyxftvyuxf (1)

where f is the intensity and the displacement field ( ) ( )tyxvu T ,,,  is the optical flow. For small

displacements the Taylor expansion can be used in order to obtain the following formulation of

the optical flow constraint:

0=++ tyx fvfuf (2)

where subscripts denote partial derivatives.

The problem is prone to instabilities since  small perturbations in the signal can create large

fluctuations in its derivatives. A typical way to overcome this drawback consists of

implementing image smoothing techniques in order to remove noise and to stabilize the

differentiation process. The smoothing of the image sequence is performed prior to

differentiation by convolving each frame with a Gaussian function:

( ) ( ) ( )( )tyxfKtyxf smooth ,,*,, σ= (3)

where σ  is the standard deviation of the Gaussian ( )yxK ,σ . The low-pass effect of the Gaussian

convolution removes noise and other destabilizing high frequencies. Smoothing can be extended

also to the temporal dimension. Of course the smoothing process must be used very carefully:

smoothing must suppress noise but not eliminate useful information.

However, from the mathematical point of view, even after proper smoothing is applied, the

problem (2) remains ill-posed: a single equation is not sufficient to uniquely compute the two

unknowns u  and v  (the so-called aperture problem). In order to cope with the aperture problem,

the Lucas-Kanade approach assumes that the unknown optical flow vector is constant within a



neighbourhood of size ρ. Therefore u  and v  can be determined at the location ( )tyx ,,  from a

weighted least square fit by minimising the function:

( ) ( )( )2*, tyxLK fvfufKvuE ++= ρ (4)

Using the notation:
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the quadratic form (4) can be rewritten as follows:

( ) ( )wfJwwE T
LK 3∇= ρ (6)

Minimizing (6) implies to solve the Euler-Lagrange system:
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A sufficiently large value for ρ  is very successful in rendering the method robust against noise.

The problem remains severe in flat regions of the emission, where the image gradient vanishes

and, consequently, the aperture problem persists and the method is unable to produce dense flow

fields. This constitutes the major drawback of Lucas-Kanade approach and in general of local

gradient methods.

In order to cope with this problem, global methods supplement the optical flow constraint with

a regularising smoothness term. The optical flow ( )vu,  is determined as the minimiser of the

global energy functional:



( ) ( ) ( )( )∫
Ω

∇+∇+++= dxdyvufvfufvuE tyxHS
222, α (8)

where 0>α determines the amount of smoothness and serves as regularisation parameter: larger

values for α  result in a stronger penalisation of large flow gradients and lead to smoother flow

fields. Minimising (8) leads to the Euler-Lagrange equations:
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At locations with 0≈∇fα , no reliable local flow estimate is possible, but the regulariser

22 vu ∇+∇  fills in information from the neighbourhood (the so-called filling-in effect).

Unfortunately global methods have been observed to be more sensitive to noise than local

differential methods [11].

Using again the notations (5), relation (8) can be rewritten in the compact form:

( ) ( )( )∫
Ω

∇+∇= dxdywwfJwwE T
HS

2
30 α (9)

Brun et al. [12] noticed the similarity between equation (6) of the Lucas-Kanade method and the

first term under the integral in the formulation (9) of the Horn-Schunck method. This suggested a

way to extend the Horn–Schunck functional to a combined local-global (CLG) functional, by

replacing the matrix ( )fJ 30 ∇  with the structure tensor ( )fJ 3∇ρ  [13] with some integration

scale 0>σ . The price paid for obtaining a combined local-global method is the much more

complicated form of the Euler-Lagrange equations:
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It can be argued that the smoothness assumption in the quadratic optimization (9) does not

respect discontinuities in the flow field. In order to be able to capture also locally non-smooth

motion, it is necessary to allow outliers. This can be achieved by replacing 2w∇α  in the second

term of (9) with a non-quadratic penalizer:  ( )2
2 w∇Ψα .    Outliers not only occur in the

smoothness term but in the data term as well. It is easy to imagine situations where the optical

flow constraint is not fulfilled, e.g. because of occlusion, brightness changes, noise.

Consequently the non-quadratic penalizer becomes:

( ) ( )( ) ( )( )∫
Ω

∇Ψ+∇Ψ= dxdywwfJwwE T
CLG

2
231 αρ (11)

The penaliser function Ψ is chosen usually as ( ) 222 ε+=Ψ ss [14]. The quantity ε  is not an

additional parameter, but rather ensures the differentiability of Ψ  in s = 0. It is chosen

reasonably small, say 001.0=ε . In general, nonlinear methods give better results at locations

with flow discontinuities but require significantly larger computation time (see Refs. 7 and 15).

The sparse linear systems of equations (10) may be solved iteratively, usually by using the

successive over-relaxation (SOR) method [16], which ensures a good compromise between

simplicity and efficiency. SOR introduces an additional relaxation parameter ( )2,0∈ω ; for 1=ω

one obtains the well-known Gauss–Seidel method.

In the case of displacements that are larger than one pixel per frame, typical of plasma images

captured by JET fast visible camera, the cost functional in a variational formulation must be

expected to be multi-modal and therefore a minimization algorithm can easily be trapped in a

local minimum. In order to find the global minimum we used the multi-resolution coarse-to-fine

procedure [17]. A pyramid of images kf  is derived from the original frame f by successive

downsampling and Gaussian smoothing steps (Fig. 1).  Then the procedure starts at the coarse



level, where the displacements ( )vu,  are small and consequently the linearization of the grey

value constancy assumption is a good approximation.  This crude estimate is then refined step by

step along the pyramidal structure. At resolution k , an increment velocity field ( )kk dvdu ,  is

calculated around the estimate at the previous resolution level 1+k , which is obtained by

‘projecting’ ( )11 , ++ kk vu  on the resolution frame k . This means to compensate the second image

( )1..., +tf k  for the already computed flow field (the so-called warping step). The warping step is

realized by using a backward registration approach that is based on bilinear interpolation. Since

the increments ( )kk dvdu , , corresponding to the finer resolution frame, are still small, the

brightness constancy assumption is still valid. The final displacement field is obtained by a

summation of all motion increments.

The calculated optical flow field may be affected by occlusions. Occlusions appear when two

objects that are spatially separated in the 3D space might interfere with each other in the

projected 2D image plane. Occlusion modeling is a difficult aspect of the optical flow. In this

paper we have used the method suggested by Alvarez et al. [18] that simultaneously compute

forward and reverse flow fields, labeling pixels as occluded where the two disagree. A bilateral

filter, which incorporates flow from neighboring pixels that are similar in motion and appearance

and that lie outside occluded regions, has also been used in order to improve boundaries [19]:
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An analogous expression can be written for v . The four terms in the filter expression (12)  weight

the neighbors according to spatial proximity, image similarity, motion similarity and occlusion

labeling. 

3. EXPERIMENTS AND RESULTS

The optical flow method has been implemented as described previously. The multi-resolution

coarse-to-fine procedure was used in order to deal with large displacements. At each resolution

level, the sparse linear systems of equations (10) were solved using the SOR method. After

possible detection of occlusions, the velocity field images were filtered using the bilateral filter

given by the relations (12÷13). A large number of numerical tests have been performed on data

already widely used as benchmarks to test the performance of this kind of image processing (see

e.g. Ref. 20). A representative result is presented in Fig. 2 for the famous ‘Yosemite’ sequence

with known velocities, available from http://www.cs.brown.edu/~black/.  The data was originally

generated by Lynn Quam at the SRI International Artificial Centre (http://www.ai.sri.com/) and

used for the first time by Heeger [21] for testing optical flow methods. The sequence was

generated by taking an aerial image of Yosemite Valley and texture mapping it onto a depth map

of the valley. A synthetic sequence was generated by flying through the valley. There are

actually two common sequences: one with clouds and one without. The cloud pattern is fractal



and undergoing Brownian motion. The assumption of brightness constancy does not hold for the

clouds. Therefore Brown [22] recommends the use of the version without clouds which contains

ground truth optical flow fields. 

Fig. 2 reveals that the optical flow algorithm is able to retrieve the vector field with enough

accuracy. The correlation coefficient between the image displaying the exact modulus

22 vu + and the calculated one 22
calccalc vu + is ~ 0.83 (this coefficient assumes the value 1 for a

perfect matching of the two images).

Numerical tests have been necessary to determine the adjustable parameters of the algorithm:

the parameter for Gaussian smoothing σ , the regularization parameter (smoothness term) α , the

regularization parameter for SOR algorithm ω , the number of iterations in the SOR

implementation, the number of levels of the images pyramid for multi-resolution

implementation. The parameters of the algorithm depend on the structure of the image. However,

a first approximation can be obtained using synthetic images.

Real images provided by the JET fast visible camera can be affected by saturation,

discontinuous movement, reshaping of image objects, low gray-level in-depth resolution.

Therefore, the basic assumptions of the optical flow model may not be verified and the algorithm

will calculate an inaccurate vector field. Consequently a criterion to discern between correct and

wrong calculated flow fields must be introduced. The optical flow is determined using two

images 1I ,  2I , from a sequence of images. Using the first image and the calculated optical flow, a

version ( )recI 2 of the second image can be reconstructed. The similarity between 2I  and  ( )recI 2  can

be used in order to assess the accuracy of the optical flow calculations. Therefore the error image

( )recII 22 − has been used as a confidence criterion to determine the validity of the results. An

illustrative example is given in Fig. 3, for images taken from a sequence recorded with JET fast



visible camera, showing ELM filaments moving up along the poloidal limiters. The confidence

criterion is able to detect the failure of the optical flow calculations, determined by strong object

reshaping and by the appearance of new objects in the second image.

To validate the technique with experimental data, we have applied the optical flow method to

determine the speed of pellets. In the case of the JET pulse #76168, the pellet was emitted with a

speed of 215 ± 12 m/s and it started to be recorded by the video camera as a visible object at

t=20.011246. At least at the beginning, for ~ 40 frames, the pellet is flying approximately on a

straight line in the direction in which it was injected. This is indicated by the approximately fixed

position of its reflection on the vacuum vessel components. Two frames from this sequence are

presented in Fig. 4. As the direction of injection is known, together with the geometry of the

experiment (see Fig. 5) it is possible to correlate the apparent speed of the pellet in the 2D

images with its real speed in the 3D space. Later in the sequence, the radiation emitted by the

pellet cloud determines an increased illumination of the scene (see again Fig. 5) which enables

the identification of known objects in the scene such as the ICRH antenna. The presence of a

known object in the image permits the conversion of length units from pixels to meters. The

advantage of using the ICRH antenna for this conversion is that it is located in the centre of the

camera field of view, in the neighbourhood of the position from which the pellet is emitted. The

distance AB in Fig. 5 has 92 pixels which correspond to 1.4 m.  

The optical flow has been calculated for different pairs of images selected from the part of the

sequence that corresponds to the time interval when the pellet is flying approximately along a

straight line. A representative result is presented in Fig. 4. It has been calculated using as input

the images shown in the same figure. Two distinct shapes can be observed: one corresponds to

the pellet and the other to the pellet mirror-image on the vacuum vessel which is also an object in

the image. In principle, the flow field component corresponding to the mirror-image would not



exist if the pellet was moving on a straight line. A slight deviation from this assumption,

combined with the variation of the size of the bright area corresponding to the pellet (and

consequently of its mirror-image) are responsible for the presence of this component. However

its magnitude can be neglected as compared to the component corresponding to the pellet.

Therefore the assumptions used for the pellet speed calculations are still valid. 

Image segmentation has been used to isolate the component corresponding to the pellet

movement. The speed has been determined as the average speed of the pixels of the flow field

component corresponding to the pellet, and it has the value ~270 m/s. The ~25% error, relative

to the speed of injection, erises from the uncertainty in measuring the distance AB in Fig. 5, the

approximation related to the calculation of the projection of the pellet speed on the plane

corresponding to the camera images, and also, as already mentioned, to the slight change of the

size of the bright area corresponding to the pellet and a slight deviation from the assumption that

the pellet is moving on a straight line. This result demonstrates the capability of the optical flow

method to provide a reasonable estimate the speed of moving objects in the plasma.

An interesting application of the optical flow method is the determination of the speed of

plasma filaments. Plasma filaments are coherent structures characterized by enhanced visible

radiation relative to the background plasma. Their motion is convective rather than diffusive, and

they may differ from the background plasma in temperature and composition. Typically they are

aligned with the magnetic field. The propagation is important to the overall dynamics in a variety

of plasmas. In recent years, clear evidence of the ELM as a filamentary propagating structure

have been shown. The interaction of ELM plasma filaments, with the tokamak first wall

(divertor and limiter tiles) is one of the critical issues for ITER due to the deposited heat loads

[23]. In several cases, the ELM filaments could be tracked along the surface of the outer limiters.

Field-aligned plasma filaments are visible in the fast camera images as bright spots on the



outboard poloidal limiters. A representative example is presented in Fig. 6. Images are recorded

for JET Pulse No: 69903. The time separating consecutive frames is 33 µs and the integration

time is 20 µs. 

The application of the optical flow method is illustrated in Fig. 6, where the modulus of the

velocity field and the error images are presented for a short sequence of three images. No pattern

related to the moving filament can be observed in the error image, so the corresponding optical

flow is accurately estimated. The low intensity structure of the error image is determined by

several resizing and smoothing operations performed during the multi-resolution coarse-to-fine

procedure. Using image segmentation techniques the region of interest corresponding to the

moving filament has been extracted and used for speed calculations. The width of the poloidal

limiter (185 mm), which corresponds to 14 pixels, has been used to convert pixels in length

units. The optical flow calculations have been performed for a sequence of 10 images for which

the basical assumptions of the method are fulfilled: no new objects appear in the image and

objects reshaping can be neglected. The calculations have used as inputs both pairs of

consecutive images and disparate images in the sequence. The calculated speed of the filament is

985 ± 81 m/s. 

The optical flow method has been applied also to determine the speed of MARFEs. MARFE is

the acronym for “multi-faceted asymmetric radiation from the edge” and normally develops in

fusion devices close to the density limit. MARFEs are considered the result of thermal instabilities

excited under critical conditions through different mechanisms: impurity radiation, recycling of

neutral particles, anomalous transport of charged particles and energy (see e.g. Ref. 24). 

MARFEs appear as toroidally symmetric rings of enhanced radiation and usually occur on the

high field side of the torus. A typical example is presented in Fig. 7, for the JET pulse #70050. 



The time interval between two consecutive frames is 31 µs. The optical flow has been calculated

for this sequence and the horizontal calcu   and vertical calcv   components, together with the

modulus 22
calccalc vu +   ,  are presented also in figure 7. Image segmentation has been used to

isolate the vector field corresponding to the MARFE and the speed  has been calculated again as

the average of the speed of the corresponding pixels. For pixels to meters conversion we have

used the distance shown in Fig. 8 which is twice the minor radius of the torus.   

The error image corresponding to the optical flow between fourth and fifth images (marked

with red border in Fig. 7) is presented in Fig. 9 (first row). In order to obtain a more complete

picture about the accuracy of the calculated optical flow, three line profiles  have been evaluated

for the second image 2I  and its reconstruction ( )recI 2 obtained from the first image 1I and the

calculated optical flow. The results are presented also in Fig. 9 (second to fourth row).   The line

profiles demonstrate that shapes are reconstructed accurately for all the three line profiles. Line

profiles BB’ and CC’ are interesting from  the  point  of  view  of   MARFE   speed  calculation.

In  case  of   CC’ the   reconstructed  profile match, with a negligible error, the real one. In case

of BB’ the shape is correctly reconstructed but a deviation of ~ 25% arises in the second part of

the profile. This indicate that if the speed is to be be calculated with higher accuracy, it is

necessary to avoid this region or to use only the velocity field corresponding to CC’.   

CONCLUSION

An algorithm based on the optical flow method, combining the advantages of  local methods (robust

under noise) and global techniques (which yield dense flow fields), is applied to JET fast visible camera

image processing. The method incorporates a multi-resolution coarse-to-fine procedure in order to

be able to work with large displacements between consecutive frames. Occlusion detection is

also implemented. The method has been applied to the study of various issues relevant to the



study of fusion plasmas: pellets, filaments, MARFEs. Extensively tested on synthetic images the

method proved to achieve results in case of experimental images provided by the JET fast-visible

camera which can be affected by saturation, discontinuous movement, reshaping of image

objects, low grey-level in-depth resolution. For objects moving close to known structures of the

tokamak vacuum vessel, the velocity in the real 3D space has been inferred from the 2D image

analysis. The optical flow method is an unique tool able to cope with several different plasma

physical phenomena and to provide useful information for modelling.
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Figure 1: The pyramid of images in the multi-resolution approach
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Figure 2: Yosemite sequence: image 7 in the sequence (left), modulus of the velocities used to generate the transition
from image 6 to image 7 (middle) and modulus of the reconstructed velocity field obtained by applying the optica flow
method to the image pair image 6 – image 7 (right).
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Figure 4: Frames from the image sequence showing the pellet flying(left) -  images are represented on 256 gray-levels
– and corresponding optical flow (right).

Figure 3: Illustration of the confidence criterion. The error image can confirm the correct calculation of the optical
flow field (top) but also emphasize wrong results, due to new objects appearing in the image sequence (bottom). The
error image is represented, as the images in the sequence, on 64 gray-levels.
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Figure 5: Geometry of the experiment. A 3D view is obtained thanks to  the illumination produced by the pellet (left-
top); the direction of injection of the pellet is shown. The 3D information from the image can be correlated with
geometrical information and with the camera view (left-bottom). The top view (right) permits the determination of the
angle between the central view of the camera and the direction of injection of the pellet. The 3D view permits the
identification of components with known geometry as the ICRH antenna (segment AB).
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Figure 6: Image sequence showing ELM filaments moving up along the poloidal limiters (left), modulus of the optical
flow field (middle) and error images (right). The moving filament for used for speed calculation is marked with a
circle.
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Figure 7: MARFE image sequence (first column) and optical flow calculation: horizontal component (second second
column), vertical component (third column) and modulus (last column).
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Figure 8: Images used for the conversion of pixels to length units. The left image is from the MARFE sequence. The
right one,  taken from a different experiment, offer a better view of the details due to enhanced illumination.
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Figure 9: Optical flow method applied to MARFEs. First row: the error image corresponding to the optical flow calculation
for the fourth and fifth images in Fig.7; three lines AA’, BB’ and CC’ are defined in order to calculated line profiles and
to compare the second image I2 with its reconstruction I2

(rec). Second to fourth row: line profiles along the directions AA’,
BB’ and CC’ for second image I2 (filled circles) and reconstruction of second image I2

(rec)(empty circles).
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