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ABSTRACT.

The LH power deposition and the CD efficiency were assessed by application of modulated LH

power. Density and magnetic field scans were performed and the response of the electron temperature

provided by the available ECE diagnostic was investigated by means of FFT analysis. An innovative

technique based on comparison between modelled and experimental data was developed and used in

the study. The LH waves are absorbed by fast electrons with energies of a few times the thermal one,

causing a modification in the Electron Distribution Function (EDF) by creating a plateau in parallel

direction. The phase of the temperature perturbations, φ, as well as the ratio between the amplitudes of

the third and the main harmonics, δTe3/δTe1, are found to be strongly affected by the plateau of the

EDF as the broader the plateau the larger |φ|, (φ<0), and the smaller δTe3/δTe1 are. Transport and

Fokker-Planck modelling was used to support this conclusion and to interpret the experimental data

hence to assess the LH CD efficiency and deposition profile. The results from the analysis are consistent

with broad off-axis LH power deposition profile. For densities between 1×1019m-3 and 4×1019m-3,

which is the accessibility limit at the highest magnetic field discharges a gradual shift of the maximum

of the power deposition to the periphery and a degradation of the CD efficiency was observed.

1. INTRODUCTION

The Lower Hybrid Current Drive (LHCD) system at JET uses Radio Frequency (RF) waves in the

Lower Hybrid (LH) range of frequencies to heat the plasma and generate a toroidal electric current.

LHCD is widely recognised as the most efficient non-inductive current source [1] as it features the

highest current drive (CD) per unit of coupled RF power.

Substantial theoretical work [1-3] on the LH waves coupling, propagation and absorption has

been carried out from the early 70s until late 90s. Progress in understanding the physics of RF

heated plasmas later encouraged the implementation of LHCD systems on many tokamaks, including

JET, JT60-U, Tore Supra, Alcator C-mod, ASDEX, etc. In parallel, a considerable amount of codes

based on the linear theory and calculating the LH wave absorption and the driven current were

developed and used to model and to predict the experimental data. Most of the existing numerical

tools [4-10] are based on a combination of Ray Tracing (RT) and Fokker Planck (FP) codes. Full

wave code [11] has been recently reported as well.

The experimental verification of the LH power deposition and CD efficiency is essential for

better understanding of the processes involved in the wave propagation and absorption. Studies on

this subject are important because of their capability to provide a benchmark against the existing

codes. In addition fundamental issues related to the possible use of LHCD systems in the next-

generation fusion devices as for example ITER can be clarified and better understood. Moreover

crucial parameters regarding the implementation of the LHCD system in ITER were proposed

mainly by means of numerical simulations [12, 13], which further highlights the necessity of

experimental validation. A recent review on the possible ITER steady-state scenarios [13] requested

more comparison between measured and predicted LH current density profiles.
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Recent experimental research focusses on LH wave propagation and CD studies at low density,

whilst the high-density regime remains mainly unexplored. Early experimental studies [14,15]

reported an unpredicted decrease of the CD effects with increase of the plasma density. Several

attempts to assess the LH power deposition and CD efficiency from the available experimental data

have been reported [4, 14, 16]. The results in [4, 16] are in qualitative agreement with theoretical

predictions at low plasma density. All these studies include indirect methods as they use

supplementary information provided by diagnostics related to the fast electrons generated by the

applied LH power. For instance in [4, 16], hard X-ray diagnostic measuring the bremsstrahlung

radiation by electrons with energies between 80keV and 300keV was used to detect the fast electrons.

The novelty in the study presented here is in the use of LH power modulation and FFT analysis of

the induced changes on the electron temperature profile measured by Electron Cyclotron Emission

(ECE) to assess the LH wave absorption and CD efficiency. This is also an indirect method but its

advantage is that it provides both, the deposition profile and the CD efficiency, by means of standard

ECE measurements, which are implemented on most of the present tokamaks.

Modulated power is a well-known tool to diagnose the Electron Cyclotron Resonance Heating

(ECRH) power deposition profile [17] and Ion Cyclotron Resonance Heating — Mode Conversion

(ICRH-MC) absorbed power [18]. A straightforward application of this technique to the LH case,

however, is not trivial. The reason is that LH does not heat directly the thermal electrons, which are

diagnosed by standard ECE measurements. Consequently, the changes of the electron temperature

do not follow exactly the LH power input. It is well known [1] that the wave energy is dissipated

collisionlessly on fast electrons via Landau damping. The resonant electrons have velocities that

are usually at least a few times larger than the thermal velocity and therefore they transfer their

energy to the bulk electrons not immediately but on a time scale much longer than the thermal

collisional time. In addition, the radial transport of the fast electrons has to be considered; however,

it has been shown [19] that for typical JET conditions the collisional slowing down of the fast

electrons prevails on the radial diffusion.

The deposition profile detection is also affected by the heat transport, as the heat wave will

propagate outside the region where the LH wave is absorbed. The broadening of the electron

temperature perturbations vanishes if the heating power is modulated at infinitely high frequency

[17]. The modulation frequency is, however, limited by the sensitivity of the measurements of the

temperature perturbations. There is an additional limitation, which is related to the time delay between

the absorption of the LH power by the fast electrons and collisional transfer of the power to the bulk

electrons as discussed in detail in this paper. Although high frequency modulation is beneficial regarding

the suppression of the transport effects one clear disadvantage is that on a short time scale, associated

with the high frequency, the energy transferred to the thermal electrons becomes smaller and

undetectable. Therefore the range of modulation frequencies should be carefully selected.

Supra-thermal electrons produced by the LH power can pollute the ECE measurements. The fast

electrons may affect the measured electron temperature due to the large relativistic downshift of
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their third harmonic emission to the second harmonic frequency. Special attention has been paid to

this effect when interpreting the experimental results. In plasmas with medium and large densities

it was found that the impact of the fast electrons on the ECE measurements is negligible.

The processes related to the LH wave damping and heat wave propagation are discussed in

detail in this paper. Their contribution is taken into account when interpreting the experimental and

numerical data. The LH power deposition profile and the CD efficiency are assessed after

implementing transport and FP modelling [20, 21]. The paper is organised as follows. Section 2

explains the experimental setup and the diagnostics used. A short description of the main theoretical

relations and the transport modelling is given in Section 3. Section 4 discusses the most important

experimental results, while the Section 5 summarises the observations.

2. EXPERIMENTAL SETUP AND DIAGNOSTICS

2.1. LHCD SYSTEM AT JET

The LHCD system at JET is described in detail in [22, 23]. It operates at a frequency fLH = ωLH/2π
= 3.7GHz. The power spectrum of the launched LH wave as a function of the parallel refractive

index N|| can be changed by varying the phase shift between the klystrons. In the experiments

presented here they were pulsed in phase so that the spectrum was peaked at N|| = 1.84.

The LH power waveform in JET is controlled by dedicated software, the so-called local manager,

which runs the whole plant during the pulse. In order to allow modulation at frequencies higher

than 10Hz an upgrade of the local manager was done. Due to technical requirements there were a

limited number of available modulation frequencies f: 20.83Hz, 31.25Hz, 41.67Hz and 62.5Hz.

Most of the experiments were done at 41.67Hz, as explained below. This frequency was found to

be most suitable for the measurements of the CD efficiency. A square modulation waveform was

used in all the experiments, which allowed investigating the main and higher harmonics of f. We

use the ratio (PLH,max-PLH,min)/(PLH,max+PLH,min) as modulation depth, where PLH,max and PLH,min

are the maximum and minimum of the coupled LH power. Most of the investigated cases use

waveforms with maximum and minimum amplitude of about 3MW and 0.5MW, respectively, in

which cases the modulation depth was about 71%. In reality the launched LH power was slightly

different from the ideal square waveform. This resulted in a deviation of the normalised amplitude

of the 1st harmonic of f from 4/π (≈1.27) in the ideal case to about 1.23. The ratio of the 3rd to the 1st

harmonic in the LH power waveform is estimated to be about 0.30, i.e. 10% lower than the

corresponding ratio for ideal rectangular waveform (1/3≈0.33).

2.2. ECE AND ESSENTIAL DIAGNOSTICS

The ECE heterodyne radiometer at JET [24] consists of 96 channels which were used in 2nd harmonic

X-mode. At the magnetic configurations of interest they cover almost the whole plasma cross section,

except the very core and the very inner part of the high field side of the torus. These regions were

excluded from the analysis. The data were collected with a sampling frequency of either 1kHz or
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5kHz. The radial position is determined by mapping on the outboard midplane using the magnetic

equilibrium calculated by EFIT. The radial resolution ranges from 0.02m to 0.05m, whilst the

accuracy of electron temperature data from ECE is assessed to be around 10%.

The electron density is obtained by means of the Thomson Scattering (TS) measurements based

on the LIght Detection And Ranging (LIDAR) technique [25]. This diagnostic also provides the

electron temperature and is used to check the reliability of the ECE data. The diagnostic is capable

to provide one profile every 0.25s with a spatial resolution of about 0.12m. In some cases the

resolution and the accuracy of LIDAR TS are not satisfactory and therefore, whenever possible the

High Resolution Thomson Scattering (HRTS) diagnostic was used to measure the electron density

and temperature. The error bars on the density profiles provided by the HRTS diagnostic are assessed

to be between 5% and 10%. During pulses with Neutral Beam (NB) power the Charge Exchange

(CX) diagnostic was used to deduce the ion temperature profiles, Ti, needed in the transport

simulations. As for the ECE diagnostic, all the data and modelling results are mapped on the outboard

midplane and the corresponding profiles are given versus the midplane radius R.

An example of a discharge with LH modulation at 41.67Hz is shown in figure 1a. The electron

temperature modulations are clearly visible, well above the noise level, which is below 10eV at

41.67Hz and 1eV for 125Hz. The amplitudes, δTe1,3, of the 1st and 3rd harmonic and the phase, φ, of

the Fast Fourier Transform (FFT) of Te perturbations are shown in figure 1b. The phase of the

temperature perturbations is in fact the difference between the first harmonic phases of the electron

temperature and the LH power perturbations. It is always negative which is in agreement with the

causality principle and reflects the fact that electron temperature changes are caused by the heating

power perturbations.

2.3 EFFECT OF NON THERMAL EMISSION ON THE ECE MEASUREMENTS

LH waves can influence the ECE measurements. Depending on the electron density some of the ECE

channels near the edge, where the optical thickness is small, can be affected by the down shifted non-

thermal emission by the fast electrons. As a result of this a peculiar high-temperature tail  forms in a

narrow region near the edge. Consistency checks with TS data were done and the channels, which are

affected by the fast electrons, mainly channels near the edge, were dropped and not used in the study.

In addition to this the optical thickness of the plasma in the region of interest was assessed and

discussed in [26]. It was found that in the investigated experiments the optical thickness was sufficiently

high over a broad region in the plasma excluding the peripheral part near the edge.

Electron temperature measurements based on ECE emission are valid, in general, in optically

thick Maxwellian plasmas. The Electron Distribution Function (EDF) may strongly deviate from

Maxwellian in the presence of LH power, which typically affects the high-energy tail of EDF

where the electron velocities, v, are much larger than the thermal velocity vte = (Te/me)
1/2. Figure 2

shows schematically different regions where electrons can produce emission at a given frequency

ωobs = 2ωce(Robs) = 2qeB(Robs)/me, where qe is the electron charge, me is the  electron rest mass, ωce
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is the electron cyclotron frequency and B(Robs) is the magnetic field at the observation radius Robs.

Only emission in the equatorial plane perpendicular to the magnetic field is considered here since

the ECE antenna pattern is relatively narrow so that the Doppler shift effects can be neglected [16].

In a Maxwellian plasma with temperature of a few keV the non-thermal downshifted emission is

small and can be neglected. In the presence of the high-energy tail, however, the non-thermal

contribution may become significant. In the optically thick plasma the downshifted 2nd and 3rd

harmonic emission produced in the region R<Robs is reabsorbed by the thermal electrons in the

vicinity of the resonance layer, where ωobs = 2ωce and therefore does not affect the measurements.

Emission produced in the region R>Robs at the 3rd harmonic downshifted to ωobs is received by the

antenna, which is shown schematically at the separatrix location in figure 2. The measurements are

taken close to the equatorial plane beyond the plasma boundary in the region of low magnetic field.

The 3rd harmonic emission of the fast electrons with kinetic energy Ee and located at R>Robs can

be detected at a given frequency ωobs if the following condition is fulfilled:

(1)

where γ = (1-v2/c2)-1/2 is the relativistic factor. Fast electrons with energies of about 100keV and

higher can be produced by either the toroidal electric field E or by the LH waves. In the experiment

discussed in this paper, a typical normalised electric field is assessed to be E/Edr<0.003, where Edr=

mevte/qeτte and τte is the electron collisional time. An electric field at such low level does not produce

a significant amount of electrons with energy of 100keV and above, as it has been verified by a

solution of the relativistic FP equation discussed below.

The LH wave accelerates fast electrons if its phase velocity along the magnetic field line is equal

to the parallel velocity of the resonant electrons leading to the resonant condition, which relates the

parallel velocity of the resonant fast electrons to the parallel refractive index, N||, of the LH wave:

(2)

Here vph is the phase velocity of the LH wave, whilst k|| and v|| are the components of the wave

vector and electron velocity along the magnetic field line. The perpendicular velocity of the fast

electrons is much smaller than the parallel, i.e. v ≈ v|| = c/N||. Using this approximation we can

deduce the relation between the electron energy Ee and N|| as well as the phase curves (N||, R) and

(Ee, R) for electrons emitting at given frequency ωobs.

In figure 3a four example curves, numbered 1 to 4, are given for four different frequencies ωobs.

The observation points, Robs, are shown by +  sign, while the corresponding frequency ωobs can be

found from figure 2. The energy required by fast electrons at given position to emit their downshifted

3rd harmonic at ωobs can be derived directly from equation (1). In figure 3b the phase curves in (Ee, R)

space corresponding to the same frequencies as in figure 3a are given and also numbered 1 to 4. In

ωobs = 2ωce (Robs) = 2qeB(Robs)/me = 3ωce (R)/γ

vph = ωLH/k|| = c/N|| = v||
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these examples the separatrix is located at R = 3.86m, while acceleration of fast electrons beyond this

radius is assumed to be negligible. Further the range of N|| allowed in the plasma is examined in order

to assess the corresponding energy of the resonant electrons. The accessibility condition [27, 28]:

(3)

is used in order to estimate the minimum N|| of the LH wave. Only N|| > N|| acc is allowed at certain

position in the plasma and the corresponding N|| acc is determined by (3) and related to the plasma

density and the magnetic field via ωce and the electron and ion plasma, ωpe,i, frequencies.

The minimum N|| allowed in the plasma is plotted in figure 3a for two pulses at 3.4T low (L-line)

and high (H-line) density. The region located below the L- and H-lines has to be excluded from the

analysis. Accordingly the parts of the (N||, R) phase curves above L- and H-lines indicate in each

case the space, where interaction between fast electrons emitting at ωobs and LH wave is allowed by

the accessibility condition. Making use of the relation between N|| and Ee and equation (3) the L-

and H-lines are plotted in (Ee, R) space, figure 3b, to show the upper limit of the energy of the fast

electrons accelerated by the LH waves. Again no electrons emitting at ωobs and with energy above

L- and H-lines are created by LH waves as constrained by the accessibility condition (3).

Analysing the intersection of the (Ee, R) phase curves with the accessibility lines, i.e. the L- and

H-lines in figure 3b, one can conclude that the maximum energy of the fast electrons emitting at

ωobs increases when plasma density decreases. Also the region where non-thermal emission is allowed

extends towards the plasma core at lower density and higher magnetic field as the accessibility

condition allows LH wave propagation with wider range of N||. In addition, one can make the

following observation: the closer the observation point to the magnetic axis the longer the phase

curve available for the fast electrons emitting at the observation frequency ωobs. Indeed, for the

observation point 1 in figure 3a and 3b the acceleration is allowed in the range of energies

105keV<Ee<144keV in the case of low density and 105keV<Ee<123keV in the case of high density

plasma. For the observation point 4 the acceleration is allowed only in the case of low density

plasma in the range 225keV<Ee<235keV.

A particular case for Robs = 3.3m is analysed by following curve 2 from the +  point towards

the edge, figure 3a and 3b. In the low density case, L-line, it can be concluded that in order to affect

Te measurements at Robs there should be significant amount of fast electrons in the region

3.72m<R<3.86m with kinetic energy between 144keV and 170keV. This condition corresponds to

interaction with LH waves with parallel refractive index in the range 1.52<N||<1.6. As noted in the

previous section the launched N|| spectrum by the LH antenna has its peak at N||,max = 1.84, while the

fraction of the LH power launched at |N|||<1.6 is assessed less than 4%. The LH power for 1.5<N||<1.6

is even smaller and that means negligible number of fast electrons with energies in the range

144keV<Ee<170keV, figure 3b, are produced by the LH wave so that it has relatively small impact

on the ECE measured Te at Robs = 3.3m.

N||acc = ωpe/ωce +(1 + (ωpe/ωce)2 -     (ωpi/ωLH)2)1/2Σ
i
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More comprehensive assessment of the impact of the LH waves on the ECE measurements would

require finding the anti-Hermitian part of the dielectric tensor. Although, such an analysis is out of

the scope of this paper, an approximate estimate of the impact of the fast electrons of ECE

measurements was done for a particular case of the low density JET Pulse No: 73473. ECE emission

was derived according to the procedure given in [29]. It was found that the ECE measurement at

R = 3.54m will be only slightly affected by the fast electrons at R>3.54m; the real electron temperature,

Te≈1keV, in this case was found to be about 1% lower than what the ECE diagnostic will detect. For

measurements at larger R the impact of the fast electrons is expected even smaller as the width of

the resonant region decreases, figure 3b. These arguments create a basis for further analysis of the

Te profile from ECE measurements in the presence of LH waves.

2.4 FFT ANALYSIS OF THE DATA

The study is based on the FFT of the ECE data so details of the procedure used, estimates of the

errors and their sources is given here. The time slices of the data were selected to be multiples of the

periods of the modulation so that the spectral leakage will be minimal [30]. The latter is possible as

the modulation frequency is known. For instance in the case of 41.67Hz modulations FFT time

interval of 0.96s is found the best compromise between accuracy and stable plasma conditions.

The errors in the amplitude of Te perturbations were assessed by means of spectrograms. This

method utilises Short Time Fourier Transform (STFT), e.g. in figure 1a STFTs are performed over

38 time windows with a width of 0.512s and a time shift between them of 0.012s. The first window

is centred at 25.756s while the last one at 26.204s. The resultant 38 FFT spectra are then analysed

statistically and the standard deviation of the amplitude is taken as an estimate of the δTe error bars.

In addition to that the noise levels were estimated by averaging over the amplitudes of the temperature

perturbations at two frequencies adjacent to f.

Large variations of δTe are found mainly for the central ECE channels, R<3.2-3.4m, figure 1b.

In this case the amplitude was found significantly affected by the sawteeth. Although their frequency,

≈10Hz, is lower than the modulation used, the wide frequency spectrum associated with a sudden

sawtooth crash impacts on the amplitude and the phase of the perturbation on the modulation

frequency.

The highest density cases were in general noisier. ELMs were found to affect the measurements

significantly. Although their frequency was again different from the one used in the modulations it

was found that the whole spectrum of the measured ECE data, especially channels near the edge,

was distorted by the ELMs. MHD events also affect the phase but to a smaller extent.

3. THEORETICAL BACKGROUND AND INTEGRATED MODELLING

Essential issues related to the power absorption and the heat wave transport will be discussed first

in order to highlight the fundamental dependencies and relations. A brief account of the processes

involved in the Te evolution will be given in the next section.
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3.1. BASIC PHYSICS RELATIONS

As this study relies on Te measurements, the electron energy balance equation is of main interest

here. Its most general form reads:

(4)

It will be further assumed that the application of LH power changes Te only and its impact on all

other quantities in (4) is through Te. No changes of plasma density, ne, with the application of LH

power are assumed as well. All contributions to the power inputs and sinks are accounted for in pB;

it includes Ohmic and non-LH auxiliary heating, power lost by radiation and electron-ion energy

exchange. The heat flux qe is assumed purely diffusive, whilst the power density pC accounts for

the RF heating power of interest. As the auxiliary heating is by application of LH power two notations

are used to distinguish between the collisional power, which heats thermal electrons, pC, and the

absorbed LH power, pW. In steady state pC and pW are equal as all the absorbed wave power is

transferred via collisions to the bulk electrons; however, when transient events are investigated pC

and pW evolve on a different time scale. When axial-symmetric configurations are considered (4)

can be presented on a one dimensional transport mesh or co-ordinate system consisting of the

normalised radius ρ only. Equation (4) also describes the excitation and propagation of temperature

perturbations when the source pC is modulated with frequency f=ω/2π.

All perturbed quantities are characterised by their amplitude (indicated with a tilde sign on top)

and an oscillating part, e-iωt. The amplitude can be presented by its magnitude, denoted by prefix δ,

sometimes also called amplitude, and phase: φ for Te and ϕ for pC. For example the expressions for

Te and pC perturbations are as follows:,Te = Te e
-iωt, Te = δTee

-iφ,   pc = pc e
-iωt, pc = δpce

-iϕ. Equation

(4) then transforms into:

(5)

A sketch of the power deposition profile, pC, in figure 4a illustrates the basic geometrical definitions

in the study. The deposition free region will be referred to as the region where the absorbed LH

power is absent or negligible compared to the other contributions in the power balance. The deposition

will be characterised by its location, blue area in figure 4a, and maximum, which will be also

referred to as a deposition centre. The simplified temperature profile in figure 4a aims to show the

different regions with respect to the transport: the core, the stiff region and the edge.

The electron heat transport is determined by turbulence [31] over a broad region in the plasma

core. Finding the exact form of the heat flux and its dependence on plasma parameters is a subject

of many dedicated studies [32]. In general one can use first principle models, e.g. transport based

on the ITG turbulence, or more general empirical model which retains the main feature of the

turbulent transport, i.e. the heat flux increases significantly when the ratio of ∇Te/Te exceeds a

~ ~ ~ ~

3
2

∂neTe

∂t
 =  -∇qe + pB + pC;     qe =  -neχe∇qe;

3
2

 iωneTe =  -∇qe + pB + pC
~ ~ ~ ~
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critical value (∇Te/Te)|cr. The region where this is applicable, between the very core and the edge, is

noted as stiff region in figure 4a.

Figure 4b shows the relation between different codes and diagnostics involved in the integrated

modelling and data analysis. When LH wave is launched into the plasma, its power decreases as the

resonant fast electrons absorb energy from the wave. As a result of this EDF is modified and a non-

inductive current with density jW is driven. The dissipated wave power pW is, however, different

from the power pC absorbed by the bulk electrons with velocities smaller or comparable to the

thermal one. The energy exchange time between the fast and thermal electrons is determined by

collisions between the two species and is usually much larger than the collision time between bulk

electrons. As a result pC is expected to increase slowly after the switch on of LH power. In a longer

time scale pC and pW will equalise, meaning that for cw applications the knowledge of one of them

is sufficient. In contrast when studying transient events, using modulation or by switching on/off

the LH power, pC and pW waveforms will be different which becomes more pronounced at higher

frequencies or shorter time scales.

The electron temperature evolution in the presence of the modulated LH power was studied by

means of the transport code JETTO [33]. The code provides a set of transport models to choose from

and also allows implementation of new models. In JETTO the absorbed LH power is treated as direct

electron heat source, i.e. the deposition profile used in JETTO, pLH, is in fact the collisional power pC,

which is shifted in time with respect to pW. As a result there will be an offset between the modelled and

the measured phases. It will be shown in the next section that the larger the time shift between pC and

pW the higher the CD efficiency is. The current drive jW in JETTO can be calculated self-consistently

by selecting one of the two available Ray-Tracing and Fokker-Planck codes (RT/FP) — FRTC [5] or

LHCD [4]. Both codes provide only the steady-state solution for pLH. Moreover the computations are

time consuming, which restricts the use of FRTC and LHCD codes in the perturbative simulations.

Alternatively, the use of  externally defined power deposition profiles with a modulation waveform

significantly simplifies and accelerates the JETTO calculations.

The dependencies at the deposition centre are important as they provide important information

regarding the absorbed power. Important conclusions as well as essential dependencies can be

outlined by means of a simple model in slab geometry [34]. If the modulated localised source heats

directly the thermal electrons, as for instance ECRH for which pW = pC, the phase difference φ
between Te and pC modulations at the deposition maximum varies between -π/4 for low modulation

frequencies f→0 to -π/2 for high frequencies f→∞. In the deposition free region φ further decreases

and it remains always negative.

The relation between the temperature perturbations and the power deposition profile is discussed

here in more detail. Ideally, the amplitude, δTe, and the phase, φ, οf Τe modulations are strongly

correlated to pC if one of the following conditions is fulfilled: (i) pC is very narrow and localised, e.g.

ECRH heating, or (ii) the heat diffusivity, χe in equation (4), is constant or very slowly varying

function of the plasma radius or the local plasma parameters, e.g. Te, ∇Te, etc. None of these conditions
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is fully satisfied in the case of LH heating of plasma in which the electron heat transport is determined

by turbulence. The LH power deposition profile is broad while the heat flux strongly depends on Te

and ∇Te/Te. A number of JETTO runs were performed to study the degree of correlation between pC

and δTe and φ profiles. From the modelling results it was concluded that the phase profile can be used

as an approximate indication of the shape of the power deposition profile. In fact the best matches to the

experimental data for Te, δTe and φ was established for pC profiles which resembles the profile shape of

φ. The maxima of both, pC and φ, profiles were found to coincide reasonably well, within about 0.1m. An

important conclusion from this verification is that basic features of the power deposition profile, e.g. the

width and the position of the maximum, can be directly deduced from the phase profile.

3.2. MODELLING OF THE ABSORBED POWER BY 2D FP SOLVER

A basic indication of the expected LH current drive efficiency can be obtained by means of a

simple 1D FP model [1]. In this approach, however, the evolution of the bulk electrons is not

accounted for as they act as a constant heat sink. Therefore, this model can not be used to assess the

energy transfer rate from LH suprathermal electrons to the thermal bulk ones. For that purpose a

comprehensive relativistic 2D FP code was developed. The code is similar to the one used in early

CD studies as detailed in [35, 36] and was validated by comparison with the examples in these

publications. Here the numerical tool is further developed to include the impact of the modulated

LH power on the electron heating.

Familiar approach in solving the FP equation is to account for the impact of the RF waves on

EDF, fe, by introducing a RF induced quasilinear flux in the velocity space, characterised by the

quasilinear diffusion coefficient DW. The LH waves produce a flux in the parallel direction in

velocity space and consequently change the EDF by forming a plateau. The origin and the extent of

this plateau are directly related to DW shape. For LH waves, which are absorbed via Landau damping,

DW is usually modelled [35] as a constant, D0, over certain interval in v|| direction. In cylindrical co-

ordinates the notations v⊥ and v|| for the perpendicular and parallel velocity component with respect

to the magnetic field are adopted, while in normalised velocity units w=v||/vte. The location of the

beginning, w1, and the end, w2, of this region and the value of D0 determine the EDF evolution.

These parameters will be of main interest as CD efficiency is shown to scale as jW/pW ∝ ∆(w1+w2)/

2log(w2/w1) [36], where the width of the plateau is defined as ∆=w2-w1.

As it follows from the theoretical estimates and numerical calculations w1 usually changes in a

narrow range about 3 times the thermal velocity, while according to the linear theory w2 (or ∆) is

strongly coupled to the launched LH wave spectra and is expected to vary in a much broader range.

The value of w1 is related to the largest N|| available at the point of interest and can be assessed by

means of RT/FP code. The latter is needed as the N|| spectrum of the launched wave changes

significantly towards higher N|| values during the propagation of the LH wave in the plasma. The

LHCD code [4] used in JETTO, for instance, gives an irregular DW profile with w1≈2.8 and w2≈9.0,

figure 5a. The value of w1≈3 is also used in other studies on the subject, e.g. [1].
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The high velocity end of the plateau, w2, can be as high as the w value corresponding to the minimum

N|| accessible at the investigated region. For an electron temperature of about 700eV, N||≈1.8

corresponds to w2≈15. This value is, however, larger than the LHCD code predictions which emphases

the fact that the spectrum of the launched wave significantly evolves toward higher N|| before

considerable absorption of the wave occurs.

A brief description of the 2D FP code used in the studies is given here. The transient relativistic

full 2D equation which describes the evolution of the EDF fe:

(6)

is solved numerically. The momentum p is presented in spherical co-ordinates (p, θ) where p is the

absolute momentum and θ is the pitch angle. The velocity u components are (v, θ) where v = p/γme.

The flux in momentum space S can be presented as superposition of RF, electric field and collisional

contributions, S=Sw+SE+Sc, whereby Sw depends on the quasi linear diffusion coefficient:

(7)

The absorbed RF power, the power lost due to collisions with thermal electrons and the Joule

heating can be computed from the corresponding fluxes:

(8)

In these calculations the momentum is normalised to pte=(meTe)
1/2 and the velocity to pte/me. In the

relativistic case the definition of the thermal velocity slightly differs from the definition given

above; however, for temperatures of a few keV the approximation vte≈(Te/me)
1/2 is valid. The time

is normalised to the collisional time, τ=t/τte, with τte=4πε0
2me

2vte
3/ne qe

4lnΛ [37] where lnΛ is the

Coulomb logarithm and ε0 is the dielectric constant of the free space. The power density is normalised

to (nemevte
2/τte), quasilinear diffusion coefficient D0 to (vte

2/τte) and the electric field to Edr=(mevte/

qeτte). The normalised DC electric field, E/Edr, has been assessed in the range 0.001 to 0.003 and its

impact on the results of the modelling is small. The transient electromotive force associated with

LH driven current being turned on and off has been estimated to vary between zero after the switch

on and about twice the DC value when LH CD is switched off. The power absorbed by the bulk

electrons pC, equation (8), can be further used in transport code as shown in figure 4b. The latter

deals with the impact of the heat flux on the δTe evolution and provides the important relation

between δTe and pC.

In figure 5b the waveforms of pW(τ) and pC(τ) in three cases with D0=0.1 and 0.3, w1=3.0 and

∆=4 and 7 are shown for comparison. The LH power modulation was simulated by changing Dw

between 1.67*D0 and 0.33*D0 at τ=3800 and 7600, respectively. In this way the whole sequence

∂dfe
∂t

= -∇Sp . S

D0, w1 < p||/γ < w1

0, elsewherw
Dw =

pw =    u . Sw d3p;   pC =    u . SC d3p;   pE =    u . SE d3p;
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forming one period of the modulation with normalised frequency of fτte=2.63×10-4 was modelled.

The selected parameters match the experimental conditions of #77609, 55.5s, R=3.62m with respect

to the modulation frequency (41.67Hz) and depth (67%). The evolution of pC(τ) differs from pW(τ)

shortly after the transient event of switch on or off, figure 5b. The rise and the fall time of the pC(τ)

waveform are found to depend on w1, ∆ and D0. The case with the largest plateau width, ∆=7, can

be recognised as the one in which pC(τ) differs most significantly from pW(τ). Increasing D0 from

0.1 to 0.3 changes mainly the amplitude of the absorbed power, while the shape of pC(τ) is modified

only slightly. In steady-state condition the power pC is larger than pW due to the electric field

contribution so that for τ>>1 the power balance will be pW+pE=pC.

A qualitative measure of how the pC(τ) waveform changes can be made by means of FFT analysis

and comparison of the amplitudes at different harmonics. As the launched power is modulated by a

square wave one naturally would use the ratio of the 3rd to the 1st harmonic, noted as δpC3/δpC1, of

pC(τ) perturbations to quantify the extent to which pC(τ) changes with Dw. Simulations for different

values of D0 and plateau parameters, namely w1 and ∆, were done, figures 5c-e, in order to examine

their impact on δpC3/δpC1. In our case the latter decreases when any of the investigated parameters,

w1, ∆ and D0, increase as shown on figures 5c-e. The range of change of δpC3/δpC1 is between 0.3

and 0.2, which is narrower than the region determined by square and triangular waves, for which

this ratio is 0.33 and 0.11 respectively. The numerical analysis, figure 5c, shows that the ratio δpC3/

δpC1 changes only slightly, about 4%, with w1 in the range from 2.8 to 3.5. The dependence of δpC3/

δpC1 on D0 is stronger when D0 is in the range between 0.1 and 0.3, figure 5d. For D0>0.3 the ratio

δpC3/δpC1 changes slightly.  The RT/FP calculations show that Dw is irregular with average of about

0.2, figure 5a, so that this parameter was assessed more carefully as a result all simulations here

were done with values of D0 of 0.1 and 0.3. It was found that δpC3/δpC1 depends mainly on ∆, figure

5e. It changes from 0.32 to 0.23, or about 30%, for plateau widths of 2 and 6. For comparison D0

parameter changes this ratio only by about 10%.

The same conclusions can be drawn regarding pC phase, ϕ, figure 5f. The strongest dependence

is again on the plateau width as the larger ∆ is the larger |ϕ| is. From figure 5f it can be concluded

that the phase ϕ can be also used to assess the plateau width.

The impact of the electric field, E/Edr, quasi-linear diffusion coefficient, D0, and electron

temperature, Te, on the spectral characteristics of δpC was further assessed by means of other 2D

relativistic FP code [38], which includes the trapped particles effects. This is the main difference

between the two codes and it is deemed to be of a small importance in our case, as the predictions

by the two codes were found very consistent. The results for δpC3/δpC1 and ϕ versus the normalised

modulation period (fτte)
-1 are shown in figure 6. Both parameters δpC3/δpC1 and ϕ are very sensitive

to the width of the plateau ∆. It is a reflection of the fact that the collisional energy transfer from the

fast to the bulk electrons in the non-relativistic case is roughly proportional to 1/w2
3. In the

experiments described in this paper the normalised transient electric field varies in the range from

0.0 to about 0.005. It can be seen from figure 6 that the effect of even bigger field, E/Edr=0.01, is
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relatively weak. The same conclusion can be made about the effect of the variation of the quasi-

linear diffusion coefficient from 0.25 to 0.5. The effect of the temperature variation is pronounced

mainly in the case of large w2 or large plateau width ∆ and in the range of higher Te. The results

shown in figure 6 allow us in the future to neglect any possible effect of the electric field on the

spectral characteristics of δpC3/δpC1 and ϕ. Similar conclusions can be made concerning the

dependence of δpC3/δpC1 and ϕ on the value of the D0 assuming that it is of the order of 0.2-0.5.

3.3. TRANSPORT MODELLING BY MEANS OF CRITICAL —TE/TE MODEL

The JETTO code was used to model the modulated LH power heating with the Critical Gradient

Model (CGM) [39-42]. In general CGM treats the electron heat flux by assuming that the heat

diffusivity, χe, increases significantly once the value of R∇Te/Te exceeds a threshold, called the

critical gradient κcr≡R(∇Te/Te)|cr. This reflects the fact that in conditions R∇Te/Te>κcr the electron

heat transport is depends mainly on turbulence. Below κcr the turbulence is suppressed and as a

result the residual heat transport is significantly reduced to the level of the gyro-Bohm transport.

This can be summarised by the following expression for the heat diffusivity [39]:

(9)

where H is a Heaviside function and χgB is the Gyro-Bohm diffusivity, i.e. it exhibits Gyro-Bohm

scaling regarding Te and magnetic field B; in our case χgB ∝ q3/2 T3/2/B2. In addition a dependence

on the safety factor, q, is introduced to account for the experimentally observed dependence of the

confinement on the plasma current and radial increase of the transport from the core to the edge.

The coefficients χ0 and χS quantify the residual and the turbulent transport respectively. The value

χ0 /κcr χS is called the stiffness of the Te profile.

4. EXPERIMENTAL RESULTS

4.1. AMPLITUDE AND PHASE OF TE PERTURBATIONS AT DIFFERENT DENSITIES.

The experiments were done at 2.1T-2.3T/1.8MA, 2.7T/1.8MA and 3.4T/1.5MA-1.8MA

configurations. Three types of density profiles were selected: low density with central values ne0

<2.5-3×1019m-3, moderate or intermediate for which ne0 is between 3×1019m-3 and 4×1019m-3 and

high density above 4×1019m-3. Some of the highest density cases were in H-mode plasma with

Edge Localised Modes (ELMs) type III edge. During the experiments at 3.4T a number of ECE

channels were found noisy and were subsequently removed from the data set thus forming a gap in

ECE data between about 3.2m and 3.3m. A comparison to the Te profiles by the HRTS diagnostic

showed consistent profiles by the two diagnostics and that the data in the gap can be approximated

by a straight line.

The results of 2.7T/1.8MA experiments are shown in figures 7 and 8. The amplitudes of the Te

modulations are found to have either flat or U -like shape with minima between 3.2m and 3.7m.

χe = χ0 χgB  + χS χgB    - R         - κcr    H   - R         - κcr 
∇Te

Te

∇Te

Te
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Exceptions are the highest density H-mode cases, figure 8 for Pulse No: 73471, when amplitude

decreases towards the core. The large uncertainties due to ELMs in this case complicate the analysis.

The phase of the temperature perturbations, φ, is always negative which is consistent with the

fact that the response of Te is delayed with respect to the applied modulated power. It was observed

that φ always decreases with the electron density. The phase maximum is in the plasma core,

R≈3.5m-3.65m, in the lowest density case and always moves outward when ne increases. Transport

modelling has also shown that the branch outside of the phase maximum indicates no heating

due to LH wave absorption. Therefore it can be concluded that in the example of figure 8, LH

absorption is inside about 3.65m for Pulse No: 73473 and about 3.78m for Pulse No: 73417. In

the highest density case, Pulse No: 73471, no conclusive statement about the LH deposition from

the phase profile can be made.

The density scan at 3.4T is shown in figures 9 and 10. As in 2.7T experiments the amplitudes of

the low and intermediate density pulses have minima around 3.4m. At central density

ne0≈2×1019m-3, Pulse No: 77607, the LH absorption is inside 3.63m while at higher density, Pulse

No: 77609, it moves to 3.65m and it reaches 3.73m for ne0≈4.2×1019m-3, Pulse No: 77612. The

phases increase, i.e. |φ| decreases, with the density and their maximum moves outward. This can be

interpreted as shift of the deposition profile. Particularly interesting here are the high density cases,

Pulse No s:77612 and 77616. The density difference is small, about 14% higher in Pulse No: 77616

with ne0 ≈ 4.8×1019m-3. The amplitudes are however very different, in Pulse No: 77612 δTe follows

the trend similarly to Pulse No s: 77609 and 77611. Temperature modulations are very small in

Pulse No: 77616, only narrow region between 3.4m and 3.6m has a signal above the noise level,

figure 10. Significant change in phase behaviour is observed as well; maximum φ ≈ -0.8rad at

R≈3.6m. Transport calculations of Pulse No: 77616 predict 2 to 3 times larger δTe if all the coupled

LH power is absorbed in the plasma. This observation implies LH power losses causing δTe reduction,

i.e. only a fraction of the coupled LH power enters the plasma and it is eventually absorbed around

3.5m. It was found that N||acc=1.84 at the location of R≈3.63m, where B≈2.8T and ne≈3.8×1019m-3,

so that waves with N||<1.84 will not propagate inside that point. In order to access the plasma core

the LH wave should have minimum N||≈1.87. It can be concluded that the absorbed power actually

originates from the fraction of the launched LH wave with N||>1.84.

The phase φ of the temperature perturbations is always peaked near or at the position of pLH

maximum as predicted by the transport modelling. This conclusion was further used to assess the

location of the peak of the LH power deposition profile. Figure 11 shows the position of the maxima

of the phase φ, determined with estimated accuracy of about 0.02m, versus the line averaged electron

density ne, for a series of pulses at different magnetic fields and densities. Independently of the

magnitude of the magnetic field the pLH maximum shifts towards the edge when density increases.

At lower density, ne<1×1019m-3, the power deposition profile is near the core, R≈3.4-3.6m, whilst

for ne>2.5×1019m-3 the maximum of the absorbed LH power is at the very periphery of the plasma,

R>3.7m. The electron temperature was difficult to control, so in the selected points Te was in the

range of 600eV<Te<2keV, which may explain the vertical scattering of the points.
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4.2. COMPARISON WITH THE TRANSPORT MODELLING RESULTS

4.2.1. Steady state profiles

The steady state periods of intermediate and high density pulses at 3.4T were modelled by CGM

and the results were compared to the experimental profiles in figure 12. In the calculations the

electron density and ion temperature profiles were kept constant, the magnetic equilibrium was

computed self-consistently, while the electron temperature was left to evolve in accordance with

the CGM model, equations (4) and (9). The CGM model itself does not provide the exact values of

χ0 and χS, whilst κcr can be assessed either theoretically [32] or from the slope of the curve of the

perturbed heat flux, qe, versus R ∇Te/Te [39]. The simulations were initially performed by assuming

pLH profile with the same shape as φ, while χ0 and χS were varied to find the best match between the

experimental data and the modelling results. The consistency between the simulations and the

measurements was further improved by performing a new series of calculations this time with χ0

and χS fixed as found from the previous step while pLH was slightly modified. In general pLH shape

was never changed significantly; however, in some cases, mainly low density pulses, better match

to the experimental data was observed with flatter deposition profile, i.e. centre of pLH was shifted

inward by 0.1m and the power at the core was increased by 10%.

The best match to the experimental Te profiles was found for broad off axis power deposition

profiles. In all modelled cases the critical gradient value, κcr, was estimated between 4.5 and 5. The

coefficient χ0 was varied between 0.03 and 0.3 while for χS values between 0.7 and 1.75 were

found to reproduce best the experimental results. In 3.4T pulses both parameters, χ0 and χS, increase

with ne. The values of χ0, χS and κcr used in the study are in a good agreement with previous CGM

transport modelling results at JET [39]. The consistency between the modelled and experimental

electron temperature in all cases in figure 12 confirms the validity of CGM and the implemented

power deposition profiles.

4.2.2. Amplitude and phase of electron temperature

The results of the modelled and experimental Te amplitudes and phases are shown in figure 13. The

CGM parameters χS, χ0 and κcr are the same as in figure 12. In general, δTe1 matches reasonably

well all the experimental data between 3.3m and 3.7m. The large experimental values of δTe1 for

R<3.15m and R>3.7m can not be reproduced. The inconsistency in the core can be explained either

by the impact of the sawteeth on electron temperature in that region or by the inability of the CGM

to reproduce the electron temperature perturbations in the very core. The edge region, R>3.7m in

#77609, is not sufficiently optically thick for reliable ECE measurements, thus the δTe1 measurements

are not considered there.

The phase of Te perturbations is reproduced reasonably well in the range 3.3m to 3.8m. The

experimental, φexp, and the modelled, φmod, phases are always offset and the difference is larger at

the lowest density case and smaller at high ne. The results for the differences between φexp and φmod

~
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are summarised in Table 1. The decrease of the phase offset between the modelled and experimental

data, i.e. the quantity |φexp - φmod|, when increasing ne can be interpreted as an indication that LH

power is getting absorbed almost immediately after it is applied. Indeed the lack of phase shift

between pC and pW at high density implies that heating by LH waves occurs very quickly after its

application. As the FP modelling results show, figure 5d, this can be related to a reduction of the

plateau width.

In the intermediate density pulses #77609, BT=3.4T and #73422, BT=2.7T power deposition

profiles from the JETTO s RT/FP codes were investigated as well, figure 14. The differences in

modelled and experimental amplitude and phase are apparent and this discrepancy highlights the

approximate nature of the power deposition profile given by RT/FP. Too peaked power deposition

profiles, figure 14a, clearly indicate that the phase is non-monotonic and each maximum in pLH

corresponds to a maximum in φ. None of the undertaken experiments has shown such behaviour of

φ, moreover comparing power deposition profiles in figure 12 and figure 13 it can be concluded

that pLH is monotonically decreasing toward the core. The RT/FP code also predicts too narrow

depositions, which are closer to the core than the experimental observations, figure 14.

The apparent differences between the RT/FP codes and the experimental results for δTe1 and φ
profiles, figure 14, are thought to be due to the fact that the codes use a simple power spectrum,

which is usually approximated by a Gaussian curve centred at N||=1.84 and FWHM of about 0.2. In

reality the launched LH spectrum consists of many peaks at higher N|| as well as small amount of

power is launched in negative N|| direction. RT/FP code trials with power spectrum, which includes

higher N|| values, e.g. harmonics of 1.84, resulted in power deposition shift to the plasma edge and

pLH profile which is more consistent with the observed δTe1 and φ profiles. At the moment the

launched power spectrum can not be measured precisely, which is a real drawback regarding the

use of RT/FP codes for power deposition calculations.

4.2.3. Relation between δTe3 / δTe1 and δpC3 / δpC1

If the power is modulated with the same amplitude but at different frequencies the temperature

perturbations at the higher frequency will have lower amplitude. In the deposition free region the

oscillations at higher frequencies will be even further suppressed. This can be thought as a way to

tell the LH power deposition profile; indeed if the modulation is at high enough frequency δpC and

δTe profiles will tend to be closer as from equ. (5) it follows that -3/2iωneTe = pc.

Transport simulations were performed in order to investigate the impact of the transport on δTe

at different frequencies. A scan of the modulation frequency f shows that for f>200Hz the ratio f ne

δTe / δpC and the phase of the temperature perturbation φ at the deposition maximum do not change

with f. The latter has an asymptotical value of -π/2, while from equation (5) it is easily to conclude

that f ne δTe /δpC ≈ const if the transport and the losses have negligible impact at high frequency. If

square waveform is used for modulations and f is sufficiently high then the ratio of the 3rd to the 1st

harmonics of δTe and δp can be approximated by the formula 3δTe3/δTe1 ≈ δpC3/δpC1.

~ ~
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At lower frequencies, f<100Hz, however, φ and the ratio fneδTe/δpC change with f. The phase

approaches -π/4 for very low frequencies whilst fneδTe/δpC is not a constant anymore as indicated

by the transport modelling. Simulations with JETTO were done to investigate the ratio C=(δpC3/

δpC1)/(δTe3/δTe1)= (δTe1/δpC1)/(δTe3/δpC3), figure 15. It relates the amplitudes of the measured δTe1

and δTe3 to the amplitudes of the source, δpC1 and δpC3, which in turn can be compared to the

results of the 2D FP simulations. The ratio δpC3/δpC1 in the case of square modulation it is 0.3 so C

profile differs from δTe1/δTe3 by this factor only. As the theory predicts C is minimum near the

deposition maximum and away from it further increases as a result of the stronger damping of the

higher harmonics in the plasma.

The conclusions made here are valid near the deposition centre only, where the heat source is

greater than the diffusive losses. Outside of the deposition centre, where heat source is smaller this

ratio can vary significantly.

4.3. ESTIMATE OF THE CD EFFICIENCY

The conclusions from the JETTO modelling regarding the impact of the transport on Te perturbations

are used in this particular case to find the relation between the ratio of δTe3/δTe1 and δpC3/δpC1. As

shown in previous section δpC3/δpC1 = C(δTe3/δTe1) and the constant C can be derived from the

transport simulations, figure 15.

The plateau width, ∆, is assessed via comparison, figure 16a, of the FP results for δpC3/δpC1 and

experimental data for CδTe3/δTe1 as C was derived from the transport simulations. The accuracy in

fτte is assessed to be about 15% for Pulse No: 77609 in which pulse TS LIDAR data were used,

while in Pulse No: 77612 HRTS density profiles provide better estimate of the collision time resulting

in fτte accuracy of about 12%. The values of CδTe3/δTe1 in figure 16a are plotted with error bars

from the standard deviation of δTe1 and δTe3 amplitudes.  The experimental results were taken in

two points near the deposition maxima and indicate large plateau, ∆≥6 and consequently significant

CD efficiency for Pulse No: 77609 with electron density ne(3.6m) ≈ 2×1019m-3, figure 16a. At

higher density ne(3.6m) ≈ 3×1019m-3 in Pulse No: 77612, the value of C δTe3/δTe1 was found consistent

with FP results for small plateau width, ∆≈2. This implies certain reduction of the CD efficiency.

These conclusions are supported by the results for the phases, figure 16b. The experimental data

for φexp-φmod in the lower density Pulse No: 77609 fit well to the expected phase, ϕ, of pC1for ∆≈6,

while the lower values of |φexp-φmod| in Pulse No: 77612 match the FP results for ∆≈2. These

conclusions qualitatively agree with the dependencies found from the analysis of the amplitudes,

figure 16a. The errors in phase are assumed to be of the order of the errors in the amplitude, i.e.

about 20%. The slight difference between the data matches for the phases and amplitudes can be

explained with lower accuracy of the experimental phase. This is mainly due to the non sufficient

time resolution of the PLH signal which is used as a reference for φexp.

The results from JET pulses at 2.1T-2.3T, 2.7T and 3.4T with modulated LH power are summarised

in figure 17. It compares the experimental data for CδTe3/δTe1 and φexp-φmod with an average values

~
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of C=3 and φmod=-1.1rad to the results for δpC3/δpC1 and ϕ from the relativistic 2D Fokker-Planck

code [38]. Independently, on the magnetic field, figure 17, all the experimental data are between

∆=2 and ∆=6. The error bars of the measurements are about 20% for CδTe3/δTe1 and φexp-φmod and

15% for fτte. The pulses at very low density, for which (fτte)
-1<1000, are not shown in the graph as

the theoretical curves coalesce for lower values of (fτte)
-1. In order to assess the CD efficiency for

very low density pulses the modulation frequency f should be reduced. However, one should take

into account that at very low frequency the heat transport is dominant in Te evolution.

More detailed picture of the CD efficiency dependence on the plasma density is shown in figure

18 [20]. The ratio δTe3/δTe1 and the phase φexp are deduced from the measurements at the position

of φexp maximum. Solid symbols correspond to δpC3/δpC1 and ϕ as calculated by the FP code [38]

assuming that w1=3 and w2=c/(N||accvte), with N||acc defined by the local accessibility condition,

equation (3), at the peak of the power deposition profile. It should be noted that the selected upper

limit of the plateau w2=c/(N||accvte) corresponds to the assumption that LH waves experience multiple

pass absorption. This regime of absorption is predicted by the ray tracing and Fokker-Planck

modelling in the case of relatively low Te (a few keV) and small launched N|| spectrum (N||<2). The

launched waves in this regime bounce many times in N|| (or phase velocity c/N||) space. At the

higher end they reach such N||, that enable effective absorption of the waves. It happens, when the

parallel phase velocity of the wave is reduced to the level of v||=c/N||≈3vte, i.e. N|| increases to c/3vte.

In the lower end the parallel phase velocity may increase up to the limit defined by the local

accessibility condition, namely equation (3). This is the highest velocity or the lowest N|| allowed at

certain position in the plasma. Calculated in this way the N|| spectrum provides the highest possible

CD efficiency. In addition in 3.4T case δpC3/δpC1 and ϕ are calculated in two particular cases for

different values of w2 as shown by the circle symbols in figure 18b.

The x  symbols in figure 18 show the average experimental values for CδTe3/δTe1 and φexp-φmod.

The vertical bars indicate the upper and the lower limits of CδTe3/δTe1 and φexp-φmod for C in the

range from 2.6 to 3.1 and φmod from -0.9rad to -1.3rad. Horizontal error bars are the accuracy in the

line averaged density measurements.

The results of the FP modelling at low density are within the range of the measured CδTe3/δTe1

and φexp-φmod. At higher ne however, the measured values are well above the modelled ones and the

discrepancy increases with increasing density. At high density best agreement is reached at the

lowest w2, w2=5 (or ∆=2) in figure 18b, which corresponds to the lowest current drive efficiency.

CONCLUSIONS

The experimental study presented here suggests a new method for assessment of the LH deposition

and LH CD efficiency. FP and transport simulations were exclusively used to investigate the

fundamental dependencies and to process the experimental data. The new technique relies on

application of modulated LH power and FFT analysis of the ECE measurements. Transport

simulations featuring Critical Gradient Model [39] were used first to estimate the LH deposition
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profile. The transport modelling results were also used to find the relation between the pairs δTe3/

δTe1 and φ and δpC3/δpC1 and ϕ. Here δTe3/δTe1 and φ are the ratio of the amplitudes of the 3rd and

1st harmonics and the phase at the main harmonic of Te perturbations, while δpC3/δpC1 and ϕ are the

corresponding quantities with respect to the LH collisional power. The latter were found strongly

related to the width of the plateau of the Electron Distribution Function created by the LH waves,

hence δpC3/δpC1 and ϕ were used to assess the CD efficiency.

The LH power deposition profiles were found to be broad off-axis and with their maximum

located in the vicinity of the maximum of φ. The latter shifts towards the edge when plasma density

increased. In the highest density cases when the density at the edge approached accessibility limit

[27, 28] the character of the temperature perturbation testifies that only a part of the launched LH

power was absorbed in the plasma. When the density was above the accessibility limit, a significant

part of the LH power was lost beyond the separatrix. This observation confirms the importance of

the accessibility condition for the assessment of the heating and current drive efficiency.

The experimental values of δTe3/δTe1 and φ confirm that at the plasma density well below the

accessibility limit large CD efficiency can be associated with large plateau of the distribution function,

i.e. plateau width of ∆≈6. At higher densities the CD effects are reduced as the experimental data

are consistent with modelling results for smaller plateau, ∆≈2. The dependence of CD efficiency on

the plasma density was demonstrated for 2.1T-2.3T and 3.4T pulses. The results from two independent

FP codes are consistent and clearly show reduction of the CD efficiency at higher densities. The

degradation of CD efficiency decrease with density is consistent with anomalously high rate of the

parallel refractive index N|| increase in the vicinity of the launcher.

Results of Ray Tracing and Fokker-Planck (RT/FP) modelling were found inconsistent with the

experimental data. The discrepancy becomes greater with the rise of the plasma density. It is thought

that the mismatch between RT/FP calculations and experimental results is due to the idealised

power spectrum used in the RT/FP codes. In reality LH wave is launched in the plasma with spectrum

rich of high N|| components.
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Table 1. Experimental, φexp, and modelled, φmod, phases and their difference for JET Pulse No’s: 77607, 77609, 77611
and 77612. The positions of the maxima of φmod and pLH from JETTO simulations are given in columns 2 and 3. The
maximum of φexp is approximately at the same position as the corresponding φmod peak.

Model At R max pLH At 3.6m At 3.4m

JET

Pulse No:

R  max

mod, m

R  max

pLH, m

mod, rad exp- mod

rad

mod, rad exp- mod

rad

mod, rad exp- mod

rad

77607 3.61 3.53 -1.30 -0.83 -1.23 -0.87 -1.48 -0.82

77609 3.64 3.64 -1.17 -0.28 -1.21 -0.25 -1.54 -0.20

77611 3.68 3.69 -1.10 -0.21 -1.21 -0.14 -1.56 -0.16

77612 3.73 3.71 -0.93 -0.20 -1.11 -0.14 -1.51 -0.05
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Figure 1: Time traces of the total LH power, PLH, modulated with 41.67Hz and selected KK3 channels (a); the
amplitude of the 1st (dots)  and 3rd (diamonds) harmonic and phase of the 1st (dash-dotted line) harmonic (b). FFT is
done in time interval 25.5s to 26.46s. The large error bars inside R=3.4m are result of the sawtooth at t≈25.9s, whilst
the ECE data for R>3.83m are not reliable due to the insufficient optical thickness at the edge.

Figure 2: Radial dependence of the 1st, 2nd and 3rd harmonics of the cyclotron resonance frequency ωce. The magnetic
field and density correspond to 3.4T JET Pulse No: 77612. The 2nd and the 3rd harmonic emission produced in the
region R<Robs by energetic electrons downshifted to the observation frequency ωobs is reabsorbed by thermal electrons
in the vicinity of ωobs = 2 ωce layer. Emission produced in the region of R>Robs at the 3rd harmonic downshifted to ωobs
escapes the plasma without being re-absorbed and can be registered by receiving antenna, which is shown schematically
at the separatrix location.
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Figure 4. Sketch of the plasma cross section showing typical regions regarding power deposition (in red) and electron
temperature (in black) profiles (a) and a sketch of the integrated modelling, RT/FP and transport code (b).

Figure 3: The phase diagrams (N||, R) (a) for LH waves (solid lines), which accelerate electrons emitting at four
different ωobs. The corresponding Robs are indicated by crosses numbered 1 to 4. The minimum possible N|| vs. R as
defined by the accessibility condition (3) is plotted for two 3.4T JET pulses at different densities Pulse No’s: 77612,
ne0 ≈ 4.2×1019m-3 (H dashed line in blue) and 77609, ne0 ≈ 3.2×1019m-3 (L dash dotted line in red), respectively. Below
L- and H-lines the acceleration of the fast electrons emitting at …obs is impossible as the propagation of corresponding
LH waves is not allowed by the accessibility condition (3). The phase diagrams (Ee, R) of electrons emitting at the
same four frequencies ωobs is given in (b). The maximum possible energy, see (2) and (3), vs. R for electrons accelerated
by LH waves for the reference pulses given in (a) are indicated by L- and H-lines. The lines below the L- and H-line
in (b) show Ee and R of the fast electrons, which are allowed to interact with the LH waves. The phase curves (N||, R)
above the L- and H-line in (a) indicate a region for each pulse, respectively, where the acceleration is impossible due
to absence of LH waves with sufficiently high phase velocity.

1.7

1.6

1.5

1.4

1.3

1.8

3.2 3.4

H

L

1 2 3 4

3.6 3.8

N
||

R (m)
JG

09
.2

57
-3

a 

240

220

200

180

160

140

120

100

260

3.2 3.4

H

L

1 2 3 4

3.6 3.8

E
le

ct
ro

n 
en

er
gy

 (
ke

V
)

R (m)

JG
09

.2
57

-3
b

ρ

deposition
free region

Te

pc

core

edge

Transport dominated
by turbulence
(stiff region)

JG
09

.2
57

-4
a

Transport
model

Transport code, JETTORT/FP code

jW, pW jW, pC
Electron energy

balance

Te (ECE)

Te

JG09.257-4b

http://figures.jet.efda.org/JG09.257-3a.eps
http://figures.jet.efda.org/JG09.257-3b.eps
http://figures.jet.efda.org/JG09.257-4a.eps
http://figures.jet.efda.org/JG09.257-4b.eps


24

Figure 5: Quasilinear diffusion coefficient D0 for intermediate density JET Pulse No: 77609, 15.5s, 3.6m-3.7m, as
given from LHCD code [4] and example profiles used in the study (a). Results for pW (thin line) and pC (thick line)
power waveforms at different D0 and D (b) as derived from FP modelling with w1 = 3, E/Edr = 0.002, Te = 700eV, LH
power on at t = 3800 and off at τ = 5700 corresponding to modulation at normalised frequency of 2.63×10-4 and
modulation depth of 67%. Dependence of the ratio δpC3/δpC1 on w1, D0 and ∆ (c,d,e). The dependence of ϕ on w1 and
D0 is shown in (f). The phases in (f) were derived by adding +π/2 to the results of FFT analysis as the phase shift of
the first harmonic of the square waveform is -π/2
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Figure 6: The ratio δpC3/δpC1 (a) and the phase ϕ (b) versus normalised modulation period (fτte)
-1 as derived by the

2D Fokker-Planck code [38]. In the simulations the plateau origin was at w1=3.5 while the modulation depth was
100% and all cases except the last one were with Te=1keV. The corresponding plateau widths, ∆, are shown in the
graph while the parameters E/Edr, D0, and Te are given in the legend.

Figure 7. Density and electron temperature profiles for
2.7T series of pulses. Highest accessible density for
N||=1.8 is about 3×1019 m-3. The largest density case,
Pulse No: 73471, is in H-mode.

Figure 8. Amplitude and phase of Te perturbations for
the selected three cases in figure 7. The large errorbars
in Pulse No: 73471 are due to the impact of the ELMs.
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Figure 9: Density profiles for 3.4T series of pulses. Low density data, Pulse No’s: 77607 and 77609, are measured by
LIDAR TS, whilst for the remaining HRTS was used. The largest density case, Pulse No: 77616, is in H-mode. The
accessibility of LH wave with N||=1.8 in Pulse No: 77616 is up to R=3.73m.

Figure 10: Amplitude and phase of Te perturbations for the selected five cases in figure 9. The uncertainties in the
amplitude are assessed via the spectrogram method, window of 0.1s and shift of 0.0024s.
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Figure 11: Position of maximum of the phase f vs. line averaged density ne. The peak of pLH is located near the
maximum of φ.

Figure 12. JETTO simulation of the steady state 3.4T/1.5MA plasma at intermediate density (a) and 3.4T/1.8MA
intermediate (b) and high density (c) pulses. The smoothed (solid lines) and experimental (‘o’ points and dash line)
density profiles are given on the top graph. The ion temperature profiles, smoothed (dotted lines) and experimental by
Charge Exchange measurement (squares) are on bottom graph. The ECE data (‘x’ sign) and the modelled Te profiles
(solid lines) with the corresponding power deposition profiles pLH (dash-dotted line) are given on the bottom graph.
The values of χS, χ0 and κcr used in CGM are indicated in the legends.
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Figure 13: Amplitude (above) and phase (bottom) of Te perturbations as modelled by JETTO compared to the
experimental data in 3.4T/1.5MA intermediate (a), 3.4T/1.8MA intermediate (b) and high (c) density plasma. The
modelling results are given by solid lines, while the experimental data are displayed by ‘+’ and ‘x’ symbols. The
modulated power deposition profiles, δpLH, are given in kW/m3 on the top graph. The modulation frequencies and the
FFT time windows are indicated in the bottom legends.
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Figure 14. JETTO calculations of amplitude (top graph, solid line) and phase (bottom graph, solid line) compared to
the experimental data (‘+’ and ‘x’ signs) for the intermediate density Pulse No’s: 77609 (a) and 73422 (b). Modulated
power deposition profiles, δpLH, (top graph, dash dotted line) were selected to be either the LHCD code result (a) or
FRTC (b) output.

Figure 15. (δTe1/δpC1)/(δTe3/δpC3) profile from JETTO calculations. The power deposition profiles are given in figure
13 by dash-dotted lines.
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Figure 16: The ratio δpC3/δpC1 (a) as modelled by 2D FP code with w1=3, E/Edr=0.002, Te=0.7keV and for ∆=2,
D0=0.1-0.3 (cyan region) and ∆=6, D0=0.1-0.3 (yellow region) versus f τte compared to the ratio C dTe3/ d Te1 from
experimental measurements in Pulse No’s: 77609 at 3.62m (blue diamond) and 77612 at 3.58m (black square). The
constant C is determined from transport modelling and given in figure 15. The phase difference φexp-φmod (b) for
Pulse No’s: 77609 (blue diamond) and 77612 (black square) is compared to pC phase ϕ as derived from 2D FP code
for ∆=2, D0=0.1-0.3 (cyan region) and ∆=6, D0=0.1-0.3 (yellow region).

Figure 17: The ratio δpC3/δpC1 (a) as modelled by FP code [38] with w1=3.5, E/Edr=0, Te=1keV and for ∆=2 (green
line), 4 (magenta line), 6 (cyan line) and 8 (blue line) and the ratio CδTe3/δTe1 from JET modulated LH experiments
at 2.1-2.3T (red squares), 2.7T (black triangles) and 3.4T (blue diamonds) versus normalised period of the modulation,
(ftte)

-1. The phase difference φexp-φmod (b) compared to the phase ϕ of pC for ∆=2, 4, 6 and 8.
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Figure 18: The ratio CδTe3/ δTe1 (‘x’ symbols) compared to δpC3/δpC1 (solid symbols) versus the line averaged density
(top graphs) and the phase difference φexp-φmod compared to j vs. the line averaged density (bottom graphs). The
vertical bars indicate the upper and the lower limits of CδTe3/δTe1 and φexp-φmod. Results for 2.1T-2.3T pulses are
shown in (a) and 3.4T data are in (b). The solid blue diamond and red square symbols correspond to δpC3/δpC1 and ϕ
deduced from FP modelling assuming that w1=3 and w2=c/(N||accvte). The solid orange circle symbols in (b) are the
results for δpC3/δpC1 and ϕ for different values of w2 as shown in the graph.
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