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1. INTRODUCTION

Many of the articlesin this special issue focus on the problem of control of plasma axisymmetric
shape and position. It is the best understood of tokamak control problems and, therefore, has the
most results to discuss. There are also alarge number of other tokamak control problems that are
not nearly asmaturein control devel opment, but are equally important to continued progresstoward
the goal of producing energy from fusion. Work on these problems is active and growing rapidly.
Areas of active development include work on basic physics understanding, developing actuators
and sensors for control, development of control models including experiments to characterize
actuators and sensors, experimental use of initial ad hoc controls, and development (and even afew
deployments) of sophisticated control algorithms. In this article we provide a brief introduction to
several of these control problems. For those problems that are discussed, we provide examples of
progress that has been made at different tokamak devices around the world. In almost all cases we
are unable, because of space considerations, to provide a complete accounting of al work on a
particular class of control problems.

A practical tokamak fusion reactor must operate at high temperature, high pressure, and high
current. These high performance tokamak plasmas are susceptible to alarge number of instabilities,
some of them posing arisk to the device itself. One example seen earlier in thisissue is the so-
called vertical instability dueto noncircularity of the plasma. Thevertical instability isaxisymmetric,
that is the plasma motion is the same at all toroidal angles, and is characterized by a primarily
vertical displacement. Increases in growth rates of the vertical instability and of other plasma
instabilities correspond to increasesin plasma pressure. Consequently, the most attractive operational
regimes from the point of view of afusion power reactor also tend to be those that are nearest to
instability.

Increasing temperature, pressure, and current cause several non-axisymmetric instabilities that
must be stabilized. Most, but perhaps not all, will require feedback control. In this article, we will
describe the control problems presented by instabilities known as resistive wall modes (RWM),
neoclassical tearing modes (NTM), and edge localized modes (ELM). The objective of stabilization
IS to prevent loss of the plasma while retaining high performance; pushing the plasmainto higher
performance regimesis often what triggersaparticul ar instability. M odel s upon which stabilization
algorithms are based all start with ideal magnetohydrodynamic (MHD) theory (sidebar S3), but
each requires an extension to that basic theory to correctly account for all important effects.

Thereisalso acollection of control problemsthat might collectively be called control of internal
plasma parameters: control of the current, temperature, and density profiles (sidebar $4), and control
of transport (the continuous flow of particles, heat, and/or current) in the plasma interior. One
particular combination of this class of problems will also be described.

There are also a number of off-normal events that can occur which must be “handled” rather
than controlled in the sense of feedback. Off-normal eventsare eventsthat arelikely to occur dueto
occasional loss of control in future devices (and that routinely occur in present-day devices). A



description of several of these events will be provided. Efforts have been made on various
experimental devices to define and implement appropriate responses to some types of off-normal
events. A few of these methods will be described.

A GUIDE FOR THE READER (SIDEBAR)

This paper covers a number of separate tokamak control problems, each of which requires some
background understanding of a variety of basic plasma physics topics. We rely heavily on the
introductory paper and collection of numbered sidebars in this special issue to provide this
background. In most cases, areference to the introduction paper or appropriate sidebar isincluded
when it isthought that aterm or concept might be unfamiliar to somereaders. For further assistance,
at the end of the introduction paper thereis alist of many plasma physics terms and the locations
where each is defined. Each section of this paper discusses a completely separate control problem
and all are written so that they can be read more or less independently of the other sections. The
separate topics are ordered approximately in order of the level of physics background needed to
understand them.

SUPPRESSION OF THE NEOCLASSICAL TEARING MODE

Increasing beta (sidebar S2) in aresistive plasma can make the nested magnetic surface topology
required by ideal MHD (sidebar S3) unstable, resulting in atearing and reconnection of the flux
surfaces. When this reconnection occurs, astructure called amagneticisland isformed (Fig.1). The
instability known as aneoclassical tearing mode (NTM) drives an island to a saturated size, which
then persists stably in the plasma[1]. Theisland actually winds helically around the tokamak with
ahelicity given by the value of the factor q (sidebar S4) on the surface where it forms. The NTM
forms on flux surfaces whose safety factor () is rational, the most important of which are the =3/
2=1.5 or the =2/1=2.0 surfaces. The 2/1 NTM often produces a plasma-terminating disruption
(sidebar S14) by triggering an ideal MHD mode, which can grow to be comparable in size to the
plasma cross section, while the 3/2 NTM usually remains small enough to merely degrade
confinement. The presence of the island can degrade confinement because it effectively connects
hotter inner regions of the plasma more directly to colder outer regions with “short circuiting”
magnetic field lines, allowing heat to leak out of the plasma core faster than it would without the
island. Theresulting flattening in temperature, pressure, and current profilesacrosstheidand (Fig.2)
corresponds to a steady-state lowering of total plasma interna energy and therefore an overall
colder, less efficient plasma.

S14. PLASMA DISRUPTIONS (SIDEBAR)

Disruptions are rapid eventsin which alarge fraction of the plasmathermal energy islost dueto the
uncontrolled growth of somelarge-scale plasmainstability. Theselarge-scaleinstabilitiestake place
over alarge portion of the plasmacross section. In most cases disruptionsare unrecoverable, expelling



nearly 100% of the thermal energy and leading to complete termination of the plasma current.
More rarely, disruptive instabilities can fail to expel all of the thermal energy and may even allow
the discharge to recover (a minor disruption). Two broad classes of events account for the vast
majority of plasma-terminating disruptionsintokamaks: major disruptionsand vertical displacement
events (VDES). VDEsare uniqueto plasmasthat areintrinsically unstableto vertical displacements
(the vertical instability; see sidebar S6). Thisonly existsin plasmas that are sufficiently vertically
elongated (have cross sectionsthat are higher than they arewide). A VDE is characterized by aloss
of vertical position control, which allowsthe vertical instability to grow. Theresulting vertical drift
causesthe plasmato strike anearby surface, which erodes away the plasmaasit continuesto move
into the wall. This erosion eventually destabilizes a large-scale instability, which expels al of the
thermal energy. Following this thermal quench the plasmais alwaystoo cold and resistive for the
ohmic transformer (sidebar S13) to sustain the plasma current, which decays away and terminates
the plasma. By contrast, amajor disruption is characterized by a sudden thermal quench triggered
by alarge-scaleinstability before any loss of position occurs. In this case the plasma becomes cold
and resistive when more or less centered in the tokamak, and much of the plasma current can decay
away before any subsequent loss of position causes the plasmato strike the wall.

Disruptionsare undesirablein reactorsdueto ahost of potentially damaging effects. The thermal
guench can apply alarge heat |oad to thefirst wall or divertor (sidebar S9), possibly melting protective
surfaces. Large currents can be driven by the disruption in both plasma facing components and
conducting structures, resulting in potentially damaging electromagnetic forces. The very high
voltages produced in the cold post-thermal quench plasmacan accelerate electronsinto arelativistic
beam. This million electron volt (MeV) scale electron beam can destroy many types of plasma
facing components as the field lines they travel on intercept the first wall, much as an electron
beam lithograph can etch features into semiconductor substrates.

Fortunately, many of these damaging disruption effects can be mitigated by taking corrective
action asastability limit isbeing approached, or even after the disruptionisunderway. Furthermore,
understanding of the instabilities whose growth lead to disruptions has advanced to the point that
many of these disruptive stability limits are predictable. However, it remains a challenge to be able
to predict animpending disruption in real time early enough and with sufficient reliability to execute
the necessary corrective or mitigating action.

In most cases, the NTM requires atriggering instability such asan ELM (see previous section)
to produce a seed island, which will grow if the NTM is unstable [2]. One way of controlling the
NTM is, therefore, to ensure that such triggering instabilities do not occur. Unfortunately,
experimental evidence suggests that there are also seedless tearing modes, or NTMs triggered by
background plasma turbulence, which is difficult or impossible to completely eliminate [3]. For
thisreason, relying on eliminating events that may produce a seed island may not be a sufficiently
robust approachto NTM control. An alternate method for controlling NTMsusing auxiliary current
drive has been successfully demonstrated on several tokamaks. This approach replaces the current



lost in the process of flattening the profiles acrosstheisland, thereby shrinking theisland, restoring
the nested flux surface magnetic topology [Fig.1(a)], and stabilizing the mode[4]. Asan alternative
tothislocal control of the current profile (sidebar S5), global control of the current profile may also
prevent NTMs. (See section on profile control.)

Current can be driven at the flux surface containing islands using a variety of methods. One
method that can produce highly localized current drive and has been successful in stabilizing the
NTM iselectron cyclotron current drive (ECCD; see sidebar S13) [5]. Thistechniquedrivescurrent
in regions typically a few centimeters wide by injecting microwave frequency electromagnetic
waves that resonate with the cyclotron orbits (Fig.9 of the intro article) of the current-carrying
plasmaelectrons. In tokamaks such waves are typically produced by high power gyrotrons, similar
to thewave generators used in satellite communications. The el ectron cyclotron frequency depends
primarily on the toroidal magnetic field, so the current is driven where the injected wave path
intersectsthe major radial location at which thewaves are resonant. Figure3 illustratesthis geometry
inaDIII-D discharge. Theinjection chord istypically not straight owing to refractive effects of the
plasma. For large tokamaks operating today (e.g., JET, DIlI-D, ASDEX-U) injected power on the
order of afew megawattsis required to produce the tens of kiloamps of plasma current needed to
stabilizethemode [ 6]. Becauseidandsaretypically afew centimeterswidethemselves, the alignment
of island and deposition locations must be accomplished with accuracy on the order of a centimeter
as well. The deposition need only lie on the flux surface containing the NTM islands, rather than
directly threading the center of each helical island itself. However, actually driving current within
each island (and not outside) would serve to reduce the power required to stabilize the mode.

S13. PLASMA HEATING AND CURRENT DRIVE

There are several methods in use at experimental devices for heating and driving current in the
plasma. Those methods that have reached a maturity that makes them suitable for everyday
experimental use include ohmic heating (OH) and current drive, neutral beam injection (NBI), and
variousforms of radio-frequency (RF) heating and current drive. All of these methods can actually
accomplish both, but they are often configured with a primary purpose of either heating or current
drive.

Ohmic current drive operates through a transformer action. Continuously changing current in
one or more poloidal field coils produces a changing poloidal flux y, known as the ohmic flux, at
the plasma. The derivative of thisflux defines an induced voltage V = dy/dt known as the plasma
loop voltage, which drives current in the plasmaaccording to Ldl/dt + Rl =V, just asin a standard
transformer. Here the values L and R represent the plasma bulk equivalent self-inductance and
resistance. Resistive losses in the plasma are responsible for the heating effect, hence the origin of
the term ohmic.

Radio-frequency heating is a process by which electromagnetic waves are transmitted into the
plasma and a portion of their energy is absorbed by the plasma. Wave energy is coupled to the



plasma particles primarily through resonant absorption. Resonant absorption occurs when the wave
frequency is the same as a particle cyclotron frequency (see Fig.9 in the intro article), so that the
wave's electric field increases the perpendicul ar vel ocity of the resonant particles. The direction of
propagation of the RF waves determines whether this absorption results principally in heating the
plasma or in a combination of heating and current drive. Wave propagation with a component
paralel to the field lines can produce signficant current drive, while perpendicular acceleration
principally produces heating. Typical ion cyclotron frequencies (ICH, ICCD) lie between 30 and
120Mhz, lower hybrid resonant frequencies (for a plasmamode that isahybrid of electron and ion
cyclotron motions) lie between 1 and 8GHz, and electron cyclotron resonant frequencies (ECH,
ECCD) lie between 70 and 200GHz. Current can also be driven by coupling to fast magnetosonic
waves (fast wave current drive, FWCD) or ion Bernstein waves (IBW) in the plasma[7].

Neutral beam injection (NBI) is the process by which neutral hydrogen or deuterium atoms are
injected into the plasma at high speed, and then become ionized through collisions with plasma
particles. The resulting ions and electrons then become part of the plasma. The kinetic energy
carried by the originally neutral atomsistransferred to the plasmaby both theinitial and subsequent
collisions, resulting in an increase in thermal energy (temperature) of the plasma. Because the
high-energy beam ions collide primarily with the plasma thermal electrons, NBI can produce
significant current drive when the beam is injected tangentialy (i.e., in the toroidal direction).
Tangentially injected neutrals also transfer their momentum to the plasma, thereby increasing the
speed of plasmafluid rotation (see previous section on RWM). Perpendicular injection of neutral
beams produces only heating.

Another interaction between heating and current driveis produced by theresistivity of the plasma.
In the same way that resistance relates current and voltage in a resistor, resistivity relates local
current density (electrical current flow per square meter of plasma cross section) to local electric
fieldintheplasma. Theresistivity variesin both spatial distribution and intime (at agivenlocation).
The change in resistivity is primarily determined by the local temperature, with increasing
temperaturesresponsiblefor decreasing resistivity. Thus, (local) heating of the plasmawill decrease
the (local) resistivity, which in turn will tend to increase the (local) current flow. Thus, while NBI
drivessignificant non-inductive current when injected tangentialy, its primary effect isasamethod
of plasma heating, which has the collateral effect of broadening the current profile and increasing
the plasma current for the same loop voltage. In a similar manner, electron cyclotron heating
(ECH), when used for heating the plasma, can aso have the effect of increasing thelocal currentin
the (highly localized) deposition region.

The timescale for ECCD-driven current to rise in a typical present-day tokamak is tens of
milliseconds, comparableto thetimerequired for theisland to grow to asaturated state or to respond
to the current drive and reduce in size (providing the deposition region is sufficiently well aligned
with theisland flux surface to produce suppression). Several mechanisms are available to perform
the alignment on roughly this same timescale. One approach isto actively vary the wave launcher



mirror angle, which in turn varies the angle of the injection wave path (Fig.3) [5]. This has the
advantage of leaving the plasma equilibrium characteristics unchanged. Another approach is to
vary the toroidal field. This moves the major radial location of the harmonic resonance (and thus
the deposition location) back and forth relative to the island (see Fig.3). This leaves the plasma
shape and position unchanged, alowing divertor pumping (sidebar S9) and stability characteristics
that depend on the shapeto be held constant. This approach has been successfully used in stabilizing
both 3/2 and 2/1 NTMs[8]. Still another approach involves movement of the plasma position (and
thustheisland position) relative to the approximately fixed deposition location. Moving the plasma
radialy can be accomplished with approximately fixed divertor pumping and plasma shape, but
moving the plasma vertically tendsto significantly affect the divertor configuration (although with
little effect on the shape). Neverthel ess, while modifying thetoroidal field typically requires>100ms
owing to the large L/R time of toroidal field coils, varying the plasma position requires <10ms.
This speed advantage means that plasma position control can produce adequate alignment in a
shorter time, and phase lags in the control action and island response are significantly reduced.
Launcher angle control can, in principle, be comparable in speed to plasma position control.

The central problem in using these methods to align the current drive deposition and island
locations arise from the difficulties in determining the location of the island flux surface and the
deposition location in real time. Present-day diagnostics and equilibrium reconstructions produce
estimates of the island flux surface location with typical accuracy of £1 to 1.5cm, comparable to
the control accuracy of the plasma position and toroidal field themselves. In addition, determination
of the deposition location requires complex computation that at present cannot be accomplished in
realtime. A suite of search and tracking algorithms has been devel oped on DIl1-D to address these
difficulties and produce successful, sustained NTM suppression. In particular, the DIII-D NTM
control system makes use of three coupled algorithms: the Search and Suppress, Active Tracking,
and Target Lock routines. Each of these can affect any of three different island/ECCD alignment
control quantities: the plasmamajor radial position, thetoroidal field, or the plasmavertical position.
The operation mode that has been most successfully and routinely applied to date is a combined
Search/Suppress and Active Tracking mode (Fig.4). When the control phase is enabled in this
mode, the control algorithm fixesthe selected control actuator quantity for aspecified dwell timeto
determine whether the degree of alignment is sufficient to suppress the mode. If at the end of this
dwell time the (filtered) mode amplitude has been reduced at a sufficiently high rate relative to a
specified threshold rate, or has actually fallen bel ow a specified threshold amplitude, the algorithm
continuesto hold the control quantity fixed. If therate of suppression has not exceeded the threshold
rate, the algorithm executes a search by incrementing the control quantity by a specified amount,
freezing the control quantity for another dwell time, and examining the resulting effect on the
mode. This search/dwell/search sequence continuesuntil aspecified limitisreached, and the search
reversesthe sign of the control quantity increment. This process continues until sufficient alignment
Is detected and the mode is suppressed below the specified amplitude threshold.



Once asufficient alignment is detected, the control quantity is nominally frozen, and the Active
Tracking algorithm isengaged. Thisa gorithm adjuststhe control quantity to maintain alignment in
the absence of the mode. The required adjustment is determined by either a linear or nonlinear
predictor cal culation based on magnetic measurements, or on an explicit equilibrium reconstruction
including measurement of the internal magnetic topology with motional Stark effect (M SE) sensors
[9]. The MSE sensors measure the local ratio of poloidal and toroidal magnetic fields at many
points within the plasma. Several predictors are available to the routine, including neural network-
based al gorithms. These aretrained on previous experimental dischargedataor artificialy generated
datato produce an estimate of the position of the relevant g-surface rel ative to the plasmageometric
centroid. If toroidal field control isbeing used, the required toroidal field correctionisderived from
the predicted perturbation in the relative major radial position. While neural network predictors
have been very successfully applied in DIH11-D, flux surface reconstruction based on direct magnetic
measurements has provided the most accurate and reliabl e sustained alignment in recent experimental
campaigns.

Design of the parameters governing the Search and Suppress and Active Tracking algorithms
was accomplished using accurate, experimentally validated dynamic modelsof NTM island response
to ECCD and plasma response to position commands. Figure 4 shows a comparison of a mode
suppression model and the experimental response to variation in the degree of alignment between
island and ECCD location (top frame). The model response, based on a simplified version of the
modified Rutherford equation that describes island dynamics, shows sufficiently accurate
representation of island response dynamicsto allow for good control design [3]. In the case shown,
the plasma major radius (middle frame) was varied to adjust the alignment of the g = 1.5 surface
with the ECCD deposition location. The NTM control algorithm is also integrated with a special
plasma shape/position regulation scheme that fixes the strike points (Fig.14 of the intro article)
while varying the major radius to adjust the island/ECCD alignment. This alows for constant
divertor pumping (sidebar S9) while NTM suppression is performed. Following suppression of the
mode, where it is assumed that deposition is aligned with the q = 3/2 surface, the Active Tracking
algorithm is enabled to compensate for variations in the q = 1.5 surface due to changes in the
current profile and poloidal beta. The Active Tracking action can be seen in the fluctuating major
radius perturbations following suppression at t = 3.4s.

Figure 4 also summarizes experimental results from use of the Search and Suppress with Active
Tracking. The growth of the mode is slowed even when the island and ECCD are misaligned by as
much as 1.5 to 2cm. Adjustment of the major radius by the Search and Suppress produces sufficient
alignment to fully suppress the mode within 200ms. After design and testing of the basic scheme,
proper functioning of the algorithm requires specification of various parameters and thresholds to
match the dynamic characteristics of the target equilibrium. Dynamic models of NTM response
were sufficiently reliable that control system parameters designed using these models produced
successful suppression and tracking of the evolution of the profileto maintainisand/ECCD aignment



the first time this integrated active suppression was attempted experimentally.

Anaternativeto the Search/Suppressagorithmisthe Target L ock algorithm. Thiscontrol scheme
uses the observed response of the mode amplitude to either natural fluctuations or preprogrammed
variationsin the control quantity to infer the proximity to ideal alignment. An approximate form of
the modified Rutherford equation is implemented in this algorithm to provide an estimate of the
expected mode decay or growth rate based on the degree of misalignment.

Use of Search and Suppress, Active Tracking, and Target Lock algorithms has enabled full and
sustained suppression of both 3/2 and 2/1 NTMs in DIII-D under closed loop control without
previous experimental determination of the ideal alignment location. Suppression of the 3/2 NTM
has allowed operation at normalized beta values approximately 50% above the value achieved in
the presence of the unsuppressed mode (from B, = 2.3 to By, = 3.4) [3]. Theduration of increased-
beta operation is presently limited only by the length of time that the gyrotrons can inject power
into the plasma.

Eventual application of NTM suppression to fusion reactors envisions several possible modes of
operation. In one scenario, current drive will be applied in steady state at the relevant flux surfaces
to pre-emptively suppress any seed islands that may be triggered by background MHD instabilities
or turbulence. Because the current drive source would have to operate constantly in this scenario,
this would require a large amount of auxiliary power. This approach would also require constant
tracking of the deposition location and target flux surfacesto maintain alignment. Another approach
Is to detect the presence of NTM islands and enable a suppression system to suppress the mode as
rapidly as possible, hopefully before a 2/1 island reaches a potentially disruptive saturated size, or
a 3/2 idand significantly degrades confinement. This demands a very rapid island acquisition and
alignment system to achieve suppression within tens of milliseconds after the onset of island growth.
Of course, constant and accurate determination of the flux surface geometry and computation of
the expected deposition location would allow the system to be engaged very quickly and could
meet this suppression time requirement. Gyrotrons, for example, can be ramped to full power in
significantly less than 10ms.

FUTURE DIRECTIONS

It isnow widely accepted that localized current drive can replace the missing bootstrap current that
characterizes the NTM, thereby stabilizing the mode. Several closed loop feedback approaches
have demonstrated NTM suppression sustained for several seconds on varioustokamaks. However,
before current drive suppression can be used effectively in a reactor-grade plasma, severa key
capabilities must be demonstrated. The principal requirement in areactor isreliable, simultaneous,
and steady state suppression of both the 3/2 mode (which mainly degrades confinement) and the 2/1
mode (which can lead to a disruption). Such a demonstration will require more installed current
drive power than any machine presently has, independently steerable launchers, more accurate and
reliable realtime reconstruction of internal magnetic surfaces, accurate realtime determination of



the current deposition location, and algorithmsthat can deal with changing equilibrium and machine
conditions. Work has begun oninstalling steerablelaunchersin several devices, and realtime steering
has been demonstrated in JT-60U. Realtime magnetic surface reconstruction has been demonstrated
in DIII-D, but present levels of noise and accuracy have limited the effectiveness of suppression
over long periods. Algorithms for detecting the location of optimal alignment and maintaining
alignment once the mode is suppressed have been devel oped, but |eave much room for improvement.
The field of NTM suppression in tokamaks is rapidly evolving, but would benefit greatly from
contributions in the areas of improved control algorithms and approaches, estimation, realtime
computation, actuator technology, and diagnostic signal interpretation.

DETECTION, CORRECTION, AND MITIGATION OF OFF-NORMAL EVENTS

An off-normal event is any event that would not normally occur during well-controlled routine
steady state operation. There are alarge number of such events, some examples of which will be
described in thissection. Theimpact of off-normal eventsin atokamak can be summarized according
to the severity of their consequences:

1. Risk of Personnel Safety. These are events that have the potential to cause harm to operating
personnel or to the general public. A categorization of off-normal events from a safety point of
view isgivenin [10].

2. Risk of Equipment Safety. These are eventsthat have the potential to cause damageto either the
device or the facility, but do not risk the safety of personnel.

3. Performance Degradation. These are events that can cause performance of tokamak operation
to degrade, but do not create risk to either personnel or equipment.

The primary personnel risks at atokamak facility are due to the high currents and voltages used in
confining and heating the plasma, radiation from activated materials or tritium release, and
conventional process control risks such as use of toxic chemicals and systems under pressure or
with extremely high or low temperatures. Most of the approaches for dealing with these risks are
rather conventional and are already in use at the major facilities, so will not be discussed in this
section. The highest risks to the device or facility derive primarily from the large energy content in
the plasmawhile the tokamak is operating. Off-normal eventsthat lead to plasma termination such
as major disruptions (sidebar S14) can deposit a significant amount of this energy onto plasma
facing components (PFC) or create large and potentially damaging mechanical forces.

The handling of off-normal events represents another highly coupled category of control in
tokamaks, and includes detection and identification of the off-normal event, determination and
execution of corrective action when possible, and execution of amitigating response when correction
or recovery is not possible. In future power producing reactors, the system responsible for off-
normal event detection and response must be thoroughly integrated with many other control
subsystemsin order to provide effective and appropriate action coordinated with other plasmacontrol
responses. Such responses must al so bewell-integrated with the overall safety and supervisory system.



Responses to off-normal events generally depend on the risk associated with the event. A fast
plasma termination would usually beinitiated if an event poses an imminent threat to personnel or
tothedeviceor facility. A fast plasmatermination can cause structural damage by localized deposition
of thermal or magnetic energy, however. To mitigate these effects, termination techniques that
distribute the plasma energy more homogeneously are necessary. A controlled plasma termination
is typically initiated when continued operation could lead to a potential risk situation. In present
devices, discharges are typically not terminated for reasons of reduced performance, although this
may not be the case with future devices. Usually, efforts are made to recover from the performance
reducing event, either in the same discharge or in those that follow.

A fast plasmatermination is not alwaysthe result of acontrolled safety procedure. Sometimesit
isthe consequence of acontrol failure. Thisloss of controllability originates either in the failure of
a component or subsystem of the feedback loop, or in the operation of the system at operating
points for which the controller was not designed or at operating conditions that trigger other types
of instabilities.

In the following sections, we provide descriptions of some methods for handling disruptions,
system fault detection and isolation, and performance optimization. These are only afew examples
of amuch broader collection of problems that must be solved to enable a viable power producing
fusion reactor.

DISRUPTION AVOIDANCE AND MITIGATION

Erosion dueto disruption may consume a high percentage of the designed plasmafacing components
(PFC) lifetime. Sometimes, long-term reconditioning of plasma-facing surfaces after disruptions
will be required before normal plasma operation can be resumed. It is desirable to avoid the
occurrence of disruptions whenever possible and to reduce the direct and consequential effects of
such disruptions. The approaches to disruption avoidance can be divided into two categories [11]:
(2) apriori avoidance of the operation conditionsthat lead to disruption, and (2) activeintervention
in a discharge scenario after early prediction of disruption onset.

Disruptions can in principle, be avoided during tokamak operation by the use of a
disruption-free scenario (sidebar S18) that avoidsthe various operational limitsand conditions that
cause disruptions, and by the provision of adequately reliable plasmaoperation and control systems
such that al critical parameters of the prescribed scenario can be reliably obtained and repeated.
However, optimizing plasma performance often requires operating near disruption limits.

Disruption-free scenarios are often based upon conservative plasma operation parameters that
do not press close to known disruption-initiating limits or plasmacontrol limits. A priori disruption
avoidance procedures can in principle be extended to operation scenariosthat come closer to severa
operational limits. In these cases, observation of the limits involved and provision of real-time
disruption prediction or onset warning capability become important. Using awarning indicator of
a potentially impending onset of disruption to effect feedback controlled intervention can lead to

10



reliable operation near a limit that can initiate disruption. Basing disruption prediction on single
parameter proximity or the confluence of several single parameter limits may not necessarily provide
complete certainty for disruption avoidance, or conversely, may unduly restrict the accessible
operation domain. A possible improvement can be made by implementation of a neural network
disruption predictor, wherein multiple disruption-related indicators or diagnostic signalsare combined
viaaneural network to provide a composite impending disruption warning indicator that is more
robust and reliable than simple single- or multiple-parameter indicators. For example, after training,
neural networkswere ableto successfully predict disruptionsin DI11-D [12] and classify disruptions
in JET [13]. Enhanced predicting capabilities (85%) were also achieved in ASDEX-U using a
neural network disruption predictor [14]. More complex systems [15]—are capable of disruption
prediction with a probability of 95%.

Ideally, an impending disruptive MHD instability would be detected and avoided by modifying
the target equilibrium, heating, density, or other operating parameters. Should such avoidance not
be possible, mitigation of its effects is required. PFC damage is primarily due to an excessive
surface temperature rise leading to melting or ablation, and this situation cannot be ameliorated
through improved heat removal capability on the PFC heat sink. Effective thermal mitigation
approaches involve maximizing the time over which the energy is released or expanding as much
as possible the region over which the energy is deposited. This goal can be achieved by the fast
injection of impurities. UV lineradiation from the injected impurities distributes the plasma energy
more uniformly on the first wall, reducing the thermal load to the divertor (sidebar S9). The most
effective injection methods are solid pellet injection [16] and intense gas puffing [17].

FAULT DETECTION AND I SOLATION

During operation of atokamak, hundreds of subsystems must operate correctly and simultaneously
for acompletely successful plasma discharge. On many devices, verifying proper operation of the
subsystems most proneto failureisdone manually by human operators after the discharge. Because
of the tedious nature of this task and the large number of systems, inoperative or malfunctioning
systems can sometimes remain undetected until several experimental discharges have passed.
Occasionally, problemswill not be detected until dayslater if thefailure does not prevent operation.
Due to the increasing complexity of tokamak experimental devices, some efforts have been made
toward development of automated fault detection systems.

Fault detection and isolation (FDI) techniques have been under development for the last three
decades. In the course of this development an FDI approach based on analytical redundancy has
emerged in place of the more traditional FDI approach based on hardware redundancy [18]. In the
latter approach, redundant physical subsystems (multiple sensors, for example) are built and their
output signals are compared for consistency. In the event of failure, asubsystem backup is switched
in. Higher costs, additional space requirements, and complexity makethisapproach often unattractive.
In the former approach, the inherent redundancy contained in the static and dynamic relationships
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among the inputs and outputs of the system is exploited for fault detection and isolation. The
measurements of the system inputs and outputs are processed analytically to estimate the value of
adesired variable. This estimate can be generated using either quantitative or qualitative models.
For quantitative (mathematical) models, the model -based predictors are state estimation, parameter
identification, and parity space. For qualitative (non-mathematical) models, the prediction is based
on decision-table-based methods, knowledge-based expert systems, and neural-network-based
methods. The estimated variableisthen compared with the measured value of the variableto generate
aresidual. Deviation of this residual from the normal behavior significant enough to indicate a
failure must then be detected by methods of change detection such as Bayes decision and hypothesis
testing. Each type of fault is characterized by a specific combination of symptoms. Classification
methods such as fuzzy clustering, artificial neural networks, and geometrical distance are used to
determine the type of fault [19]. If more information about the relations between symptoms and
faults is available in the form of diagnostic models, methods of reasoning can be applied. The
reasoning strategiesfor fault diagnosisare probabilistic reasoning, rule-based reasoning, sign directed
graph, fault symptom tree, and fuzzy logic. Due to the complexity of tokamak systems and the
large number of variables to be monitored, current efforts toward fault detection and isolation in
tokamaks are based primarily on qualitative approaches.

At JET, an automatic modular sensor fault detection and classification (SFDC) [20] system has
been built for the sensors measuring the vertical mechanical stresses on the supports of the vacuum
vessel of thetokamak. Expertsareinterestedinthereliability of these measurements during specific
time windows, corresponding to the occurrence of disruptions. During the usual operational life of
the tokamak, in fact, mechanical stresses are weak and do not need to be monitored. During a
disruption, on the contrary, fast dynamic vertical displacement events (VDES) (sidebar S14) occur,
causing an impulsive force and mechanical oscillations of the vacuum vessel, which must be
monitored to assure the mechanical integrity of the machine. One of the actions related to the
mechanical monitoring of the stressesis to suspend the experimental campaign when more than a
fixed number of VDESs trespassing a certain stress threshold occurs in aday. The reliability of the
measurementsistherefore very important to avoid both unmotivated suspension of the experiments
and dangerous experiments carried out above the operational limits. The strategy used is based on
amodular system that consists of two stages. The first stage consists of a multilayer perceptron
(MLP) neural network that has been trained to predict some features of the considered signals on
the basis of aselected set of inputs[21]. The predicted features provided by the neural model can be
compared with the actual feature values, in order to raise aarms indicating sensor faults if the
corresponding residualsaretoo high. Thistask is part of the fault detection phase, which consists of
revealing the presence of a fault. The second stage focuses on fault classification, which is
accomplished by a fuzzy inference system (FIS). In this case, the fault classification rules were
established on the basis of manual fault classification previously performed by experts. The tuning
of the membership functions was set by trial and error, taking sensor accuracy and disturbance
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level into account. As mentioned above, validation of stress measurementsis only relevant during
disruptions. The occurrence of adisruption is notified by a suitable flag provided by an automatic
disruption detection tool already in existence at JET. It is possible, in this way, to select the
experiments in which the sensor validation should be performed.

At present, an expert-system-based fault detection system is used routinely during DIII-D
operations and has led to an increase in tokamak productivity. The Fault Identification and
Communication System (FICS) [22] executes automatically after every plasma discharge to check
dozensof device subsystemsfor proper operation and to communicate thetest resultsto the tokamak
operator. The primary purposes of FICS are fault detection and fault prediction. Fault detection
refersto determining which systemswere not working properly during an experiment, even if they
do not cause the loss of the experimental discharge (shot). Fault prediction refers to determining
which systemslook like they are having trouble and may cause afuture fault. Thisincludes detecting
programming errors, that is, determining whether the operator specified setup for a shot is self-
consistent. The core of FICS uses the public domain software package called CLIPS (C language
integrated production system), originally developed by NASA [23]. CLIPS, a computer language
designed for implementing expert systems, provides two powerful capabilities not provided by
conventional programming languages. Chaining provides the ability to emulate a human chain of
reasoning in software. Data driven execution enablesthe expert defined rulesto activate as soon as
aknowledge or data source becomes available. The CLIPS shell performstheinferences, executing
rules of the form “if A, then B”. CLIPS in its simplest form consists of facts and rules. Rules are
executed when specified facts are asserted (A in the clause”if A, then B”). The consequences of a
rule execution are to assert other facts (B), which can then execute other rules, and so on. A very
important side effect of rule execution isthe ability to activate functionsthat extract and manipul ate
data and return the results of those manipulations to the expert system. This information can then
also be used to assert more facts to drive other rules, and so on. The order of rule execution can be
influenced by a priority value assigned to each rule. Rules are executed according to their relative
priority and according to when their databecomes avail able. Since the program isdatadriven, each
rule executes if and when the data shows up. If aparticular piece of datais not available, tests that
require that data do not execute and an alarm is raised saying the needed data was not acquired.

The success of any fault detection systemislinked to the avail ability of adequate measured data.
Present devices already acquire ahuge amount of experimental data, sometimes several Gigabytes
per discharge of only afew seconds duration. Steady state operation will put significant demands
on data storage, even with relatively slow rates of data acquisition. On the other hand, the data
acquisition system must be able to capture rapid and unpredictable changesfor usein fault detection
and identification. For this purpose, new dataacquisition methodswere devel oped for the TRIAM—
1M [24] and JET [25] tokamaksin order to combine coarse datafrom quiescent steady-state phases
with fine data from rapid and unpredictable transitions.
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PERFORMANCE OPTIMIZATION THROUGH EVENT HANDLING

Catastrophic loss of plasmaor failure of tokamak systems are the most obvious off-normal events.
Other eventsare more subtlein that they simply degrade performance. Thus methodsto handleand
correct these events can be thought of as performance optimization. A good example of thisisthe
detection and handling of the H-mode to L—mode back-transition (sidebar S11) that occurs in
ASDEX-U [26]. The performance control in ASDEX-U is dedicated to the control of plasma
characteristics like confinement or radiative behavior, which can berelatively well separated from
those related to the plasma position and shape control. Several process controllers, usually ssimple
single-variable PI controllers, have been implemented to control different characteristics of the
plasma such as various forms of density, temperature, and pressure as well as fueling mixtures and
power flows. These basic process controllers are combined to define so-called control recipes that
are switched on and off during the discharge. Activation of the control recipes at preset times
during the discharge to optimize some plasma characteristic isnot practical becauseitisdifficult, if
not impossible, to predict the conditions of the plasma. A real-time algorithm for plasma regime
recognition was therefore developed to be used as the trigger mechanism for the control recipes.
The first version implemented identifies five different confinement regimes (sidebar S11): Ohmic
Phase (OH), standard L—-Mode (L), standard H-Mode (H), highly radiating L-Mode (HRL), highly
radiating H-mode (HRH). Thisalgorithm allows the switching of control recipesto recover plasma
performance. For example, theworking point for best HRH plasma performanceis close to the H—
mode to L-Mode back transition, so occasional back transitions occur. When they do, the regime
recognition algorithmis used to dynamically switch to another control recipeto restore the desired
HRH mode.

FUTURE DIRECTIONS

Methodsfor ensuring personnel safety have been largely systematized in existing tokamak devices.
Anticipated new dangersin next generation devicesinclude the use of larger amounts of radioactive
tritium, greater neutron production within the device, and the resulting neutron activated plasma
facing materials. It isnot expected that thiswill present any major difficulties because new facilities
will be able to draw on many decades of nuclear industry experience. In addition, various types of
loss of cryogenic (for superconducting coils) coolant accidents are envisioned that may or may not
present a danger to personnel, but will certainly endanger the device.

A number of new methodswill be needed to deal with other types of off-normal events. Many of
the present methods of fault detection and diagnosisfor these events execute primarily off-line and
between plasma pulses. These methods will need to be converted to on-line detection algorithms
when steady state devices are put into use. A great deal of the required knowledge for how to detect
faulty tokamak systems now resides only in the minds of experienced operators. This knowledge
will need to be captured and models of various tokamak support systemswill need to be devel oped
in order to incorporate them into on-line fault diagnosis software. Present day devicestypically do
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not maintain the functional models of tokamak support systems that would be necessary for fault
detection.

For those faults that can lead to device safety issues, methods for controlled shutdown of the
plasma pulse must be further developed and must be expanded to include a greater number of
faults. In particular, reliable and safe on-line methods for remediation of large energy events must
be implemented and proven. For example, mitigation of plasma disruptions through massive gas
puffing is now being implemented and tested on several experimental devices but, even at DIlI-D
where these methods were pioneered, they are not yet a part of routine operation.

EDGE LOCALIZED MODES

A defining feature of high energy confinement (H-mode; see sidebar S11) tokamak plasmasis
the existence of aregion of significantly reduced thermal and particle diffusion near the plasma
boundary, called the—edge transport barrier or ETB (sidebar S12). Although the high performance
of H-mode plasmas results from high pedestal temperatures and densities (Fig.6) obtainable with
an ETB, the very low transport in the edge region generally leads to arise in the gradient of the
pressure distribution near the edge, which triggersan instability localized to the plasmaedge known
as the edge localized mode (ELM) [27].

S11. CONFINEMENT MODES (SIDEBAR)

The energy confinement time, T (Sidebar S2), isan important measure of the ability of aplasmato
retain energy and thereby support continuing fusion reactions. In the tokamak experimental
community, plasmas are typically categorized as one of four different confinement modes when
describing their confinement properties. The first of these is the ohmic plasma, which is heated
only by the ohmic transformer action (sidebar S13). The three remaining modes all use methods of
auxiliary heating as well as ohmic heating. In order of increased confinement, these are the low
confinement mode or L—mode, the high confinement mode or H—-mode, and several versions of very
high confinement modes. These modes are primarily distinguished by the shape of their temperature,
pressure, and density profiles (sidebar S5) with the higher confinement modes exhibiting steeper
gradientsthere. Thetermsohmic plasma, L-mode, and H—mode have become more or |ess accepted
terminology, while the term describing the highest confinement regime varies between institutions.
Even though higher confinement regimes have been identified, H-mode [28] is the target regime
for the advanced tokamak (AT) concept, because the higher confinement modes have only been
produced transiently, always being terminated by a severe MHD instability. The AT requirement
for active control has driven much of the recent research in methods of control for tokamak quantities.

S12. EDGE TRANSPORT BARRIERS (SIDEBAR)

Discussion of the ELM instability centers on transport and MHD behavior in the edge transport
barrier of the plasma (Fig.5). In contrast to global modes such as the RWM (see second section of
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this article), the ELM is primarily localized to this edge region. The height of the temperature
pedestal (Fig.5) acts ailmost as a multiplier for temperatures inside the plasma. The greater the
pedestal height the greater the total energy content of the plasma. Inside the knee, the temperature
isapproximately 10 timesthat of the sun’s center (1000eV), while exterior to the plasmait is about
10eV. The source of the ELM instability isthe resulting large pressure gradient in the edge region.
During an instability, asignificant amount of the pedestal energy (up to 25%) can leave the plasma
and be deposited on plasma facing components.

ELMs are most often observed as bursts of light (measured using photodiodes) from excited
hydrogen or deuterium atoms [Fig.7(a)] in regions where the ELM power flux reaches the vessel
wall. The magnetohydrodynamic instability that is believed to be responsible for the larger type of
ELMsinFig.7(c) perturbsthe magnetic field and can al so be observed on magnetic probes mounted
on the vessel wall [Fig.8(b)].

The physics processes of the ELM are not completely understood although significant progress
has been made. Theories based on ideal MHD (sidebar S3) seem to be in good agreement with the
early linear phases of the mode growth. Thelater nonlinear growth of the mode is an active area of
research. Figure 9 shows the mode structure in the nonlinear growth phase as predicted by one
proposed model [30]. Thisfigureis consistent with the intuitive picture of ELMs— the nested flux
surfaces characterizing ideal MHD are broken by the instability and, consequently, particles and
heat can be removed through the plasma edge.

Thethree ELM typesthat are observed in most tokamaks [27] are summarized in Tablel. They
areexperimental ly distinguished by the dependence of the ELM frequency on heating power, (Fig.7),
the density of the plasma, and the shaping applied to the plasma cross section.

Each ELM causes a collapse of the ETB and can cause aloss on the order of 5% of total plasma
stored energy on avery short time scale. Although the ETB forms again following the ELM and
the energy confinement of H-mode dischargeswith ELMsis still much superior to discharges with
no ETB, thevery large power lossduring the ELM (in atokamak reactor thisis projected to be tens
of gigawatts) creates severe difficulties in the design of the tokamak power exhaust handling
structures (Fig.10). Work on ELMss has therefore focused on devel oping techniques for either (1)
reducing the ELM power loss (either by reducing the total ELM energy loss or extending the time
over which the energy islost), or (2) enhancing the particle transport inthe ETB or possibly raising
the ELM instability threshold, to keep the pressure gradient below the critical level that triggersthe
ELM. However these approaches must also maintain a high quality ETB for good overall
confinement.

The second of the two ELM control techniques above would seem to be solved by operating
withtheso called“ ELM-free” discharges sometimes produced in tokamaks. In ELM-freedischarges,
the plasmahas ahigh critical (threshold) pressure gradient for the ELM instability and input power
Is kept sufficiently low that this critical pressure gradient is not reached. However this results in
another difficulty. Impurities are continuously produced by plasma interaction with device
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components that face the plasma or as products of fusion reactions. Impurities entering the plasma
edge are generally ionized in or near the ETB. They are then transported inward to the plasma core
(by diffusion and by another mechanism that will not be discussed here) wherethey strongly interfere
with fusion power production. ELMs act to reduce the source of these impurities by removing them
periodically in their region of ionization. Thus ELM-free discharges typically exhibit impurity
accumulation and are not considered to be viable solutions. Any technique that solves the ELM
problem by eliminating the ELMs must also provide an alternate mechanism for reducing the
impuritiesin the plasma. In addition to impurity removal, ELMs provide a mechanism for density
control. If ELMs are eliminated, an alternate method for density control is also needed.

EXPERIMENTAL APPROACHES TO CONTROL

Several promising approaches for reducing or eliminating ELMs have been explored, but none
yet presents a clear solution path. An ideal method would provide transport of particles out of the
plasma, but without the associated transport of heat that degrades confinement. None of the currently
proposed control methods involves feedback.

Several experiments have shown that regular injection of deuterium fuel or impurities in the
form of frozen gas pellets or by gas puffing can trigger ELMs and/or change their characteristics.
For example, experiments at the ASDEX-Upgrade (ASDEX-U) tokamak [31] have shown that
repetitive deuterium pellet injection can trigger more frequent, smaller ELMs. Energy losses are
thus spread over longer times, with smaller peak |osses. Thereis someresulting loss of confinement,
but not as severe as with naturally occurring ELMs. Using this method, only ELMs initiated by
pellets occur. Gasfueling has al so been shown to produce ELMsof smaller size. In caseswherethe
Type | ELM size is reduced with increased gas fueling, the reduced ELM size is believed to be
caused by anarrowing of the steep pressure gradient region near the separatrix relative to the ETB
width (see Fig.5). (The narrower pressure gradient region enablesinstabilities to be triggered more
easily, allowing lesstime for energy to build up between ELMs.) In present experiments this effect
alsoresultsin reduced core stored energy. However, in areactor scale tokamak, it is speculated that
a confluence of factors enabled by the expected much higher pedestal temperature may mitigate
this reduction in performance.

One class of experiments has shown that Type | ELMs can be converted to Type Il or 11l by
means of oscillation of the plasma position. At TCV [32], vertical position oscillations of a few
millimetersinduced higher frequency ELMs, some apparently locking to the oscillation frequency.
If thisis done on a frequency greater than the natural ELM freguency, the ELM size is reduced.
The cause of the ELM triggering is unclear at present although it is speculated that the vertical
motion induces current in the plasma edge triggering the instability. It is unknown whether this
technique will be compatible with good performance in areactor scale tokamak.

Experimentalists at the Alcator C-Mod tokamak have discovered an EL M-free H-mode regime
called enhanced D-alpha (EDA) [33] having enhanced particle transport without an accompanying
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increased energy transport. Thisregimeischaracterized by the presence of high frequency (>100kHz)
fluctuationsin the edge that seem to provide the necessary mechanism for enhanced particle transport
for density control and for removal of impurities. The EDA has the desired characteristics, but
other devices have so far been unable to reproduce it (except, perhaps, for the JFT-2M tokamak in
Japan [34]). Inaddition, the continuous edge instability isthought to be associated with high edge
resistivity (sidebar S13) and thus may not occur in areactor scale tokamak.

Experiments at DI11-D have demonstrated a new regime known as Quiescent H—mode (QH—
mode) [35] that allows ELM-free operation, with a key feature being the presence of an edge
el ectromagnetic oscillation known as the edge harmonic oscillation (EHO) [36]. The EHO enhances
the particle transport through the edge without significantly increasing the thermal transport. The
QH-mode operation has also been demonstrated at ASDEX-U [37] and QH—mode periods have
been seenin dischargesin JET and JT60-U. Although QH—mode occursin amore reactor-relevant
regime than EDA, it appears to require some level of toroidal rotation of the edge plasmain the
direction opposite to the direction of the plasma current. The physics of the QH—mode is not
understood presently and its applicability to areactor scale tokamak is unclear.

Evans, et al. [38] has demonstrated a method for suppression of large ELMsin high confinement
plasmas by creating astochastic magnetic boundary. A stochastic boundary refersto arandomization
of magnetic flux contours at the plasma edge in place of the nested contours characteristic of ideal
MHD (sidebar S3). Experimentsat DI11-D and subsequent analysis show that imposition of anon-
axisymmetric field can randomize the flux at the plasma edge and provide ameans for steady state
transport of particles out of the plasma, in contrast to the impulsive transport of ELMs. ELMs are
reduced or eliminated while maintaining ahigh H-mode pedestal (Fig.5). Present stochastic boundary
experiments used steady state non-axisymmetric magnetic perturbations, which havethe side effect
of slowing plasmarotation, and could result in destabilizating the RWM instability. (Seesectionon
stabilization of the RWM.) Proposed methods would use an oscillating field perturbation, which
may not havethisproblem. Thisapproachispromisingfor ITER, becauseitispractical toimplement,
but the physicsisnot well understood yet. Although the method was successful in experimentswith
an ITER shape scaled to fit the DI1I-D vacuum vessel, extrapolation to the complete set of ITER
plasma parameters has not yet been shown.

FUTURE DIRECTIONS

An H—-mode regime with Type | ELMs has been chosen as the standard operating scenario (sidebar
S18) for ITER [39] because it is capable of being sustained in steady state with high confinement.
On-going investigations of ELMs have focused on eval uating the adequacy of thischoiceaswell as
considering possible alternativesin the event that this choice provesinadequate. These alternatives
consist of both modified operating regimes that avoid Type | ELMsand open loop methods to alter
the character of the ELM instability. It isabit premature to discuss issues of feedback control for
ELMs, sincethe physics mechanismsare not well understood yet. However, there are often precursors
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to ELM events, sometimes several milliseconds long. This suggests the possibility that such
precursors might be used to preempt or to mitigate the ELMs. This has not been done so far because
the complicated and variable mode structure and high growth rates (10us) for the instability in the
case of Type | ELMs present avery challenging control problem. The question remains whether a
feedback control strategy would be feasi ble once the mode and its precursorswere better understood.

STABILIZATION OF RESISTIVE WALL MODES

In this section, we discuss one of the major tokamak non-axisymmetric instabilities— theresistive
wall mode (RWM). The RWM isaform of plasmakink instability under theinfluence of aresistive
wall. The word kink is very appropriate to characterize the RWM behavior, which is similar to a
garden hose kinking when it is suddenly pressurized (Fig.11). The entire plasma configuration
deforms in a helically symmetric manner. The toroidal mode number n (sidebar $4) is used to
identify the helicity of the deformation. For RWM control, we are primarily interested in the lowest
mode number n= 1 sincethen = 1instability isthefirst to occur with rising pressure. The achievable
plasma pressure in power reactors is expected to be limited by the n = 1 mode, but it is predicted
that the n = 2 mode will also go unstable if the n = 1 mode s stabilized and the pressure continues
torise.

When the plasma undergoes a non-axisymmetric distortion asin Fig.11, the current flowing in
the plasma moves with it. Thus the magnetic flux and field that this current generates a'so moves
with the fluid disortion. This moving magnetic field induces eddy currents in the surrounding
conductive structures similar to theway inwhich eddy currentsareinduced by the vertical instability
(sidebar S17). These induced currents, in turn, generate magnetic fields that oppose the plasma
deformation, asinthe case of thevertical instability. The overall effect of the presence of aconducting
wall isto transform aplasmadeformation with an extremely fast growth time (afew microseconds)
into a combined plasma/wall system with an instability having a growth time on the order of the
resistive decay time of eddy currentsin the surrounding materials (afew milliseconds). Thisslower
growth enables use of feedback to control the RWM instability.

The magnetic field motion due to the plasmafluid deformation is observabl e outside the plasma
by magnetic sensors. Even though the deformation of the plasma surface cannot be directly measured
in real time, the magnitude and direction of the deformation can be inferred from the external
magnetic sensor measurements (Fig.12). Magnetic sensors are structurally simple and robust so
they serve as the best sensors for a magnetic feedback control approach. Other, non-realtime
diagnosticsare used for devel oping understanding and modeling of the physical processes. Examples
of the diagnostic measurements used in RWM analysis are shown in Fig.13.

THE PHYSICS OF THE RWM

According to MHD theory, asufficiently high plasma pressure makes the RWM unstable when the
surrounding wall structure is located far from the plasma surface. The plasma pressure threshold
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for thisinstability is expressed in terms of acritical value of normalized beta 3 (sidebar S2). The
unstable eigenmode could, in theory, be completely stabilized by the mode-induced eddy currents
inthewall if the plasmawere surrounded by a perfectly conducting wall within a critical distance.
[A perfect conductor is aconductor without resistance, implying that thereis no resistive decay of
the stabilizing eddy currents induced by the eigenmode (sidebar S17).] In actual devices, the wall
current decays away due to resistive |osses and the mode amplitude grows with a growth time that
is a fraction of the wall time constant. The critical value of beta for which the plasma becomes
unstable without aperfectly conducting wall iscalled the no wall beta limit. With afurther increase
of plasmapressure, the RWM would become unstabl e evenin the presence of aperfectly conducting
wall. The value of betafor which this happensis called the ideal wall beta limit.

Ideal MHD gives a detailed prediction of the structure of the RWM as illustrated in Fig.14.
MHD also predicts that the RWM amplitude is larger at the outer major radius side of the plasma
(see Fig.12 of the intro article) than at the inboard side. This is due to the nature of the confining
toroidal field, which decreases away from the torus axis of symmetry (the Z axisin Fig.12 of the
intro article) so that the magnetic field pressure isrelatively weaker at the outer major radius. This
leadsto the RWM perturbation amplitude being larger at the outer edge of the plasma. Thissuggests
that for RWM control, an actuator located at the outer major radius of the plasmais favorable and
should be effective.

According to ideal MHD, the RWM structure inside the plasma fluid is complex [Fig.13(a)].
However, when considering methods for stabilizing this mode, the fluid deformation is not the
focusof attention. Instead, these methods focus on the magnetic field perturbation that isassociated
with the plasmafluid deformation, since anumber of real time sensors are available to measurethis
perturbation (Fig.12) and relatively simple models of the RWM can be devel oped using this point
of view. Various experimental studies[41]-{46] have revealed several characteristics of the RWM
and their relation to ideal MHD predictions. Each of these will be discussed in more detail below.

1. The spatial structure of the RWM agrees with the ideal MHD theoretical prediction (Figs.14
and 15). The RWM exhibitsastructurethat isglobal, extending from the plasmacoreto outside
of the vacuum vessel, where we consider the mode as represented by the combined magnetic
fields of the plasma and conducting structures.

2. The existence of athreshold in plasma pressure for the onset of the RWM agrees with ideal
MHD theory.

3. When anon-axisymmetric external field exists, the mode responds only to the component of the
external field that matches the mode's own field structure. The mode amplitude is amplified
proportional tothe external field, behaving like amagnetic field resonance (to be discussed below).

4. Beyond the ideal MHD framework is a surprising observation: the mode can be completely
stabilized by rotating the plasma, if the rotation is above a critical value.

5. TheRWM can be stabilized by plasmarotation for well over theideal MHD time scale (sidebar
S19) and themode spatial structure remainsthe same even after thewall eddy current disappears.
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The sustainment of a single mode pattern over along period is encouraging for developing
simple magnetic control. This spatial invariance is often described as mode rigidity.

6. However, the finite amplitude of the long-sustained RWM reduces the bulk plasma rotation,
leading to aless stable high-pressure plasma.

These observations provide the rationale for two different approachesto stabilizing the RWM. One
approach isthe use of feedback control to oppose the moving field that accompanies the growth of
the mode. We will refer to this approach as magnetic control. The rate of growth of the mode is
slowed sufficiently by the conducting wall to make afeedback process feasible. The existence of a
single dominant mode allows for simpler models of the plant to be controlled. An example of the
coil arrangement used to excite the non-axisymmetric field necessary for RWM control is shown
with the DI1I-D devicein Fig.12.

Another approach for RWM control isthe use of plasma rotational stabilization. In present day
tokamaks, neutral beam injection (NBI, see sidebar S13) supplies an ample amount of angular
momentum input for maintaining rotation of the plasma fluid, leading to the stabilization of the
RWM mentioned above. However, it is not obvious whether sufficient plasma rotation can be
achieved in fusion power generating reactors. Thus, magnetic feedback control is actively being
pursued for usein future devices.

MODELS OF THE RWM INSTABILITY

In this section, we describe some of the basic models that are presently in use for development of
methods for stabilizing the RWM. Initially, we assume that there islittle or no bulk plasma fluid
rotation and concentrate on only the magnetic aspects of the control problem. Modelsfor magnetic
control ignore the internal details of the plasma, focusing instead on the behavior of the magnetic
field structure on the plasma surface. A common method of modeling the unstable mode is to
replace the spatial perturbation of the plasma with an equivalent perturbation (in the sense that it
produces the same magnetic field perturbation) of surface current on a spatialy fixed plasma
boundary. The surface current distribution is calculable from the geometrical shift of the plasma
surface. The eddy current pattern on the wall can also be cal culated once the plasmasurface current
pattern is determined. The plasma surface current and wall eddy currents are illustrated through
plots of magnetic field normal to the plasma boundary in Fig.15.

Using the assumption of arigid mode mentioned above, the spatial distribution of current on the
plasmasurface and on thewall remain intact while only their magnitudes change. Using the surface
current representation of this mode, we can construct a state space model of the plant with states
given by currents on the plasma surface, I, and in surrounding passive (wall) structures, I,,. These
variablesrepresent the scalar multipliersof the spatially fixed distributions of current on the plasma
surface and in the wall. The external control coil current, |, represents the scalar multiplier of a
single spatial distribution of currents produced by multiple coils chosen to best match the distribution
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of the eigenmode. These variablesall represent perturbations from axisymmetric (purely toroidal)
equilibrium currents due to the appearance of the non-axisymmetric RWM in the plasma.

In the following, we discuss RWM behavior using asimple cylindrical model [47], [48]. Use of
cylindrical models, in which plasmasare assumed to flow in aninfinitely long cylinder, isacommon
first step in developing physics understanding of phenomena that occur in the “bent” cylinder
constituting atorus.

The pressure balance on the plasma surface between the internal plasma pressure and the external
magnetic field pressure leads to a circuit-like (sidebar S16) equation.

Lat 1o+ Moyl + Mol = 0, 1)

where constants M, represent mutual i nductance between conductorsaand b (Fig.16), the ef fective
self inductance L  is given by
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AM =L L,/M pr— Lisrelated to thewall stabilization effect, and L , represents self-inductance of
the plasma. The constant CB Is a measure of the stability of the plasma to resistive wall modes.
When Cg <0, By, is below the no-wall limit and the RWM is stable. When Cg > 1, By is above the
ideal-wall limit and the plasma cannot be (practically) stabilized. Efforts at active stabilization aim
at theinterval 0< CB <1. Thewall eddy current and the active coil current are modeled by standard
circuit (sidebar S16) equations

My o+ Lyl Myl + Ry 1, = 0
. . . 3
Mgy I+ Mgy b+ Lo+ RI =V, ©

Here, constants R, represent resistance in conductor a and, asin Eq.(1), constants M, represent
mutual inductance and L , represent self-inductance (Fig. 16). Theordinary differential and algebraic
Eqgs.(2) through (3) that constitute the overall circuit model can be expressed viaal aplacetransform
as

(Ms+ R) I =V (4)
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where sisthe Laplace transform variable and
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Using thisformulation, we can treat the RWM control model asif it wereastandard circuit equation.
The mutual inductances are computed by standard geometric methods [49]. The modified self-
inductance L  isthe only termthat differsfrom the standard el ectromagnetic definition (see sidebar
S16, for example) and includes the plasma parameters. This approach alows variations in the
plasma to be modeled as changes to a single term L ; in the model.

ROTATIONAL STABILIZATION

It has been observed on DIII-D that when the toroidal rotation of the bulk plasma fluid remains
above 6kHz (thousands of rotations per second) the RWM instability iscompletely stabilized (Fig.17).
One of the primary causes of rotation in current experimental devices is the injection of neutral
deuterium atoms (intended originally for heating; see sidebar S13) at an angle nearly tangential to
the torus. The momentum of these particlesisimparted to the bulk plasma, thereby increasing the
rotation. Distinct from the fluid rotation is the rotation of the mode itself, typically at afrequency
between 10 and 20Hz, that is believed to be coupled to the fluid rotation.

To include the effect of plasma rotation in the model of the RWM, we must depart from the
previous assumption of arigid mode at a fixed toroidal angle, with the special case of zero rotation
represented by the previousdiscussion. The unstable mode still maintainstherigid sinusoidal current
spatial distribution having toroidal period one (Fig.15), but now may be shifted or rotating intoroidal
angle. Thus the previous representations in which I (t), Ip(t), and |, (t) were scalar multipliers
of spatially fixed current distributions are replaced by two parameter multipliers of the form
I*(t) = A* (t)eiq’* (t), where 0+(t) represents the toroidal angle of the sinusoidal distribution with
respect to a fixed reference angle. Now the currents |, oy and |, as well as perturbed magnetic
fieldsduetothewall B,, and dueto the plasmasurface Byare each represented by complex numbers
whose real and imaginary parts represent sinusoidal distributions with peak amplitudein the 0 and
90deg toroidal directions, respectively. In this notation, multiplication by i = V-1 represents a
result that is rotated toroidally by 90deg.

In general, the mechanisms for combined rotation and magnetic effects on the RWM are not
well understood. Using an argument that seeks to account for the exchange of energy between the
plasma mode and external conductors, Chu, et a. [50] propose the model

(6w, +iQ,D) B, = C,, B (5)

pw Pw !
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to represent the coupling between changesin field By at the plasma surface and changesin field at
the vessel wall when the plasma is rotating. This model is only qualitative and still somewhat
speculative, but is described here to provide some insight into the possible mechanisms for
experimentally observed rotational stabilization. Here, Q, representsthe plasmafluid toroidal rotation
frequency and C, = Mpw_1 is the inverse of the mutual inductance between the wall and the
plasmasurface. The quantity dW,,,, represents the coupling of RWM energy transferred through the
field Bo produced by the plasma to the component of the field B, that is toroidally in phase with
By, while Q4D represents the energy coupled to the component of B, that is 90deg toroidally
advanced. The quantity D represents an unknown dissipation mechanism. This representation is
motivated by the following:

1. Experiments show that, when the plasmais rotating, the RWM responds at a different toroidal
angle than the angle at which an external field is driven. For example, when the plasmais at
steady state with astable RWM (B < By, no-wat): If @fixed sinusoidal n=1 current I (t) = Ace:i¢c
isapplied (so that eddy currents are not excited in the wall), the plasma surface mode responds
not at the angle ¢, = ¢, but at an angle ¢, = ¢, + 6¢ with 5¢ > 0 [44].

2. A theoretical consideration isthat momentum can be exchanged between the toroidally rotating
plasmaand the RWM, resulting in atransfer of some of the unstable mode'senergy to adifferent
toroidal angle (see the discussion that follows).

Thereare several candidate modelsfor the dissipation mechanism D, but none has been satisfactorily
verified yet experimentally. We present here arather simplistic explanation of one candidate model
that is consistent with the three experimentally observed phenomena: (1) the increase in RWM
growth rate as the plasma fluid rotation slows to a critical rotation value, (2)the observed much

slower rotation of the RWM itself in the same direction asthe rotation of the bulk plasmafluid, and
(3) the response described above of a stable RWM to an applied n = 1 perturbation that appears at
atoroidally shifted location. A more accurate and complete model requires significant background
preparation, sowill not be presented. The proposed model postul ates a coupling between the unstable
mode and bulk plasmafluid through aform of viscousfriction, asfollows. Current isdefined asthe
rate of flow of charged particles. Inacurrent-carrying plasma, an RWM fluid deformation (Fig.11)
may be thought of as a change in the pattern of flow of the charged particles that comprise the
current in the plasma This changein flow is seen outside the plasma as a change of flux or field at
magnetic sensors. This flow of particles is driven by the sharp difference in total (plasma plus
magnetic) pressures inside and outside of the plasma — the driving force of the RWM instability
— and asignificant portion of thisflow isradially directed (Fig.18). The motion of particlesin the
plasma can also be influenced by the injection of momentum (from neutral beams for example).
The toroidal particle flow introduced by toroidal momentum injection interacts with the particle
flows caused by the RWM and vice versa through collision interactions. To sustain the RWM in a
given direction, work is required by the RWM instability to move particles against this toroidal
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particle flow. This resistance to the motion of particles is essentially the mechanism of viscous
friction. The RWM'’s loss of energy through this work is the proposed damping mechanism.
Assuming this damping mechanism, the model Eq.(5) can be included in the Eq.(4) by modifying
L &5 [45]

Lp[C[3 + o (s+i Qq))]

bt [Cy+ 0 (S+1 Q)+ AM] ©6)

where oLy, represents the viscous drag coefficient.

THE ROLE OF ERROR FIELDS

Rotation of the bulk plasma is influenced significantly by the level of error field present in the
device. Theerror field is defined as the difference between the slightly non-axisymmetric magnetic
field produced by an as-constructed device and theideal axisymmetric field that would be produced
by an ideally constructed device. The component of the error field resonant with the RWM is that
portion of the error field that matches the field pattern of the unstable eigenmode on the plasma
surface.

This resonant error field can be represented as an external current source | acting in a manner
similar to the external control coil current .. The impact of this field can thus be described by
replacing I by I, in the plasmaresponse Eq.(1). Since the error field is steady state, the perturbed
quantity I, = 0 if the RWM is stable. (A changing current, either lporlg, is required to induce
nonzero eddy currentsl,,.) Inthis case, the plasmaresponse, | tO theerror field isalso steady state,
given by Eq.(1) as

Ip: —(Mpe/Leﬁ)Ie . (7)

SinceM e isreal, thetoroidal phase shift, oo, isgivenby EQ.(7) asd6 = tan"l[—l M(L )/ Re(L )]
Itisclear that the magnitude of the plasmaresponse can reach a huge value around the nowall limit
where L 4 = 0, similar to aresonance effect. This phenomenon is known as Resonant (Error) Field
Amplification (RFA). Asthe growth rate of astable RWM approaches zero from bel ow, the value of
L <+ also approaches zero. Thus RFA increases as a stable RWM becomes less stable.

The non-axisymmetric error field and the resulting amplification of the stable RWM are believed
responsible for the rotation slowing observed in Fig.17 through aform of magnetic braking of the
plasma rotation. As with rotational damping, there is more than one possible mechanism for the
observed rotational slowing. Onerather well accepted explanation usesan analogy with theinduction
motor. An induction motor consists of a conductive rotor (theinside part that turns) surrounded by
a stator (the stationary outside part that causes it to turn). A magnetic field that rotates around the
rotor is set up by properly phased currentsflowing in aset of coil windingsin the stator. Aslong as
this moving magnetic field rotates faster than the rotor, the field acts on the conductive rotor to
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generate currents on its surface. A torque is produced on the rotor through the interaction of this
induced current with therotating field (the“| crossB” force; see sidebar S17). If the magnetic field
produced by the stator becomes stationary or reverses direction while the rotor is rotating, the
applied torque reverses direction and causes the rotor to slow down. Thisisdirectly analogousto a
rotating (conductive) plasmainteracting with a stationary non-axisymmetric magnetic field such as
an error field. Slowing of the plasma by the error field and RFA causes a stable RWM to become
less stable, which then increases the effect of the magnetic braking, which slows the plasma even
more. This process continues until, eventually, the RWM becomes unstable as shown in Fig.17.
To the sophisticated reader, it is clear that both the rotational damping and the induction motor
analogy describe forces that are exerted in both directions. For example, the viscous damping
mechanism discussed in the previous section that stabilizes the RWM also results in forces that
tend to slow the plasma rotation. Several damping/slowing mechanisms have been proposed, but
present experimental data is not sufficient to clearly confirm or refute these proposals. It is also
possible that more than one of these mechanismswill ultimately be determined to play amajor role.

MAGNETIC CONTROL APPROACHES

Experimental approaches for magnetic control presently include correction for external error fields
to reduce the magnetic braking on rotation and, separately, magnetic feedback stabilization of the
RWM inthe absence of plasmarotation. The magnetic feedback efforts allow for mode rotation but
generaly do not account for fluid rotation effects. The situation of magnetic feedback with non-
zero plasmafluid rotation is not yet well enough understood to develop useful control approaches.
An experimental RWM controller consists of the observation sensors, sensor logic, digital controller,
power supplies, and actuator coils.

Actuatorsconsist of actively driven current-carrying coils, typically with apicture frame geometry
(Fig.12). Therigidity of the mode simplifies the discussion of the required feedback field. When
non-axisymmetric field is applied, the plasma perturbation responds only to the component of the
field that matches its own mode structure. This implies that the external coils (C-coils), which
primarily produce radial field, are not very efficient since at least half of the magnetic energy does
not couple with and therefore does not affect the helically shaped mode. The connection flexibility
of the internal coil (I-coil) set can be used to provide a field pattern (Fig.15) that more closely
matches that of the RWM. The I-coils have the additional advantages that they are closer to the
plasma while the appearance of C-coil flux at the plasma is delayed due to shielding by eddy
currents in the vessel. For these reasons, the internal coil set is superior to the external coils for
feedback control.

Although error fields are determined by the limited accuracy of device construction and are
independent of the plasma, the required compensation for these fields depends on properties of the
plasmabeing maintained because of the RFA. The necessary spatial distribution of applied corrective
fieldisrelated to the MHD mode structure and the required magnitude of the correction dependson
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the value of L 4 according to Eq.(7). The magnitude and the mode toroidal angle can evolve slowly
intime during the discharge because of changesin plasmaproperties. In addition, theerror field has
acomplicated non-axisymmetric distribution that cannot be completely canceled by afinite number
of actuator coils. Thus, compensation cannot be done open loop based on a priori calculations.
This motivates the use of dynamic error field correction, which adjusts the error field correction
based on the plasma mode response. This leads to a slow time-scale (much slower than the wall
time) feedback process. Magnetic control aimed at directly stabilizing the RWM requires feedback
with afaster time constant equal to afraction of thewall time. Thus requirements on actuating coils
and power suppliesarevery different for error field correction and for magnetic feedback stabilization.

Power systems for tokamak control problems are a challenge due to simultaneous requirements
for high voltages and currents and speed of response. RWM control requires a relatively high
current (afew kiloamps) at near steady state to compensate for error fields and, ssmultaneously, a
fast (afew hundred hertz) lower current response to provide magnetic feedback stabilization. Since
the conductive wall slows the mode growth to approximately the time constant of the wall, the
maximum bandwidth required for the supply is defined by the inverse of thiswall time constant.
For example, the DI11-D power supply isdesigned to have a3dB bandwidth of 5S00Hz in order to stabilize
plasmas with vaues of B up to halfway between the no wall and theided wall limits (CB =05).

There have been several methods investigated for detecting the mode growth and determining
the toroidal angle. All are based on the experimental observation that the RWM iswell defined by
an n = 1 distribution and the mode structure is reasonably rigid so the mode can be represented by
an amplitude perturbation that varies sinusoidally in the toroidal direction. The mode can thus be
represented by two parameters: the mode amplitude and toroidal angle, or sine and cosine components
A%S (1) = A(t) cos]oo(t)] and AS" (t) = A(t) sin[0(t)] where ¢, isthe timevarying unknown toroidal
angle of the mode amplitude maximum. M ethodsinvestigated to identify the two parameters consist
of matrix multiplications [ASS(t) AS"(t)] T = Gx where x is avector of sensor measurements and
is a constant gain matrix. One approach is to use radial flux sensor measurements x(t) = [y,(t)
yo(t) 1|13(t)]T at the sameradiusand at different toroidal angles. Each Vi (t) representsthedifference
in magnetic flux measured at two sensors located at same radius but 180deg apart toroidally at the
midplane of the torus. This differencing is done to reinforce radial flux measurements due to an
n = 1 mode perturbation while de-emphasizing flux contributions from disturbance sources (such
as plasma perturbations having toroidal mode structure with n even). This schemeis called smart
shell because the feedback process attemptsto minimizethetotal flux perturbation at the observation
point so as to emulate a perfectly conducting wall at that radius.

Another approach is to use only poloidal field sensors x(t) = [B1(t) B,(t) L Bm(t)]T where
each B;(t) represents the difference in magnetic field measured at two sensors located at same
radius but 180deg apart toroidally at the midplane of thetorus (Fig.12). Thisdifferenceis also used
to reinforce poloidal field measurements due to an n = 1 mode perturbation and to remove field
contributed by axisymmetric variationsin the plasma (such asin the plasma shape). This approach
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is called mode control because the poloidal field sensor measures almost no field directly from the
actuator coils, which produce primarily radial field, and thusis more sensitiveto thefield variations
due only to the plasma mode.

A third approach is to determine the mode amplitude and phase using all available flux and
poloidal field sensors x(t) = [wq(t) wo(t) L wnw(t) Bi(t) B,(t) L BnB(t)]T rather than just
symmetrically located pairs of either type. Here, the fluxes Vi (t) and fields B, (t) are measurements
at individual sensor locations. Thisis referred to as the matched filter approach [51] because each
row of G defines a spatial matched filter. The first row is matched to the normalized response
expected in the set of sensorsfrom amode with phase ¢, = 0 while the second row ismatched to the
normalized expected response from a mode with phase ¢, = 90deg. Use of a matched filter was
motivated by experimentally observed difficulties in rejecting noise and disturbance signals.
Rejection of measurement noise could be enhanced by averaging multiple sensors obtained with
the matched filter. The most severe disturbance was due to magnetic sensor responses to edge
localized modes (ELMs — see the next section of this article). An ELM is alocal mode whose
gpatial magnetic field distribution is significantly different than the distribution defined by the
globa RWM, making it a good candidate for rejection via a matched filter. Use of the matched
filter in simulations has been shown to improve the accuracy of the mode estimation, but it does not
provide a complete solution to rejection of ELM disturbances. The primary difficulty is that, on
short time scales, the growth of an ELM disturbance signal includes a large n = 1 component
similar to the unstable n = 1 RWM. The ELM excitation mechanism and mode structure are
significantly different however. This motivated work on development of a Kalman filter to exploit
information contained in the RWM dynamics model to filter out the ELM signals. Simulations[52]
indicate that combining the spatial matched filter and dynamic Kalman filter will significantly
Improve signal-to-noiseratio and reject ELM disturbances. Use of the matched filter and the Kalman
filter require relatively detailed knowledge of the mode spatial distribution. Use of a Kalman filter
requires, in addition, agood model of the time evolution dynamics of the mode and itsinteraction
with surrounding structure. The mode dynamics depend strongly on the fluid rotation frequency,
however, and this dependence has not been well characterized. Thus the experimental application
of thisapproach relies on the success of ongoing efforts to develop models that combine MHD and
rotation effects.

Experimental controllershave been limited sofar to the use of proportional, integral, and derivative
(PID) agorithms. PID and more advanced control algorithms have also been studied in simulations
and paper studies[53]. Experimental use of the more sophisticated control algorithms has not been
pursued because of the ambiguity in models due to incomplete understanding of dependence of the
RWM on rotation.

EXPERIMENTAL PROGRESSIN STABILIZING THE RWM
The most important progressin RWM stabilization was the sustainment by rotation of adischarge
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with CB =~ 1 using open loop preprogrammed non-axisymmetric coil currents to minimize error
fields. The program for this current was determined from the heavily time-averaged coil current
signal previously obtained in a nearly identical plasma discharge that used dynamic error field
correction to definethe coil currents. With feedback off and non-axisymmetric currents programmed
in this way, the discharge behavior followed closely the evolution of the discharge with feedback
on; the achieved values of B, and plasma rotation frequency were nearly identical. This evidence
suggested that the resonant component of the non-axisymmetric field contributed significantly to
the mode amplification and, consequently, reduced the rotation velocity. Once the compensation
was made through the dynamic error field correction, the RFA amplitude did not grow and the
plasma did not slow down. The resulting plasma rotation was sufficient to suppress the onset of
RWM up to the ideal wall By limit.

Several experiments [43] have shown an extension of discharge duration when using magnetic
feedback, but have not demonstrated long term stabilization. Analysis[54] and experiments [55]
are consistent in showing the superiority of mode control over smart shell control. Motivated by
analysesof coil/sensor effectiveness ([56],[57]), the DI11-D device has been equipped with actuators
located both inside and outside the vacuum vessel. Useof theinternal coils(I-coils) hassignificantly
improved magnetic feedback performance over that achievable with external coils (C-coils) alone
(Fig.12).

FUTURE DIRECTIONS

Experimental and theoretical research continues on thisimportant control problem. Many important
Issues are near to being resolved, including the most effective type, location, and configuration of
actuators and sensors for magnetic feedback control. Although not yet sufficient for a complete
model, agreat deal has also been learned about the dynamics of the RWM and its interaction with
error fieldsand plasmafluid rotation. Efforts have al so begun to address some of the more practical
issues such as required current levels, power supply response times, and communication delays
that are required for magnetic feedback systems.

Significant effort remains to complete RWM model development. Sufficient experimental data
needed to either confirm or refute the many candidate magnetic feedback models has been difficult
to obtain because of the interaction between error fields, fluid rotation, mode growth, and magnetic
feedback. Once models are completely developed and validated, the final algorithm(s) for control
that can handle the wide range of RWM conditions will need to be developed and experimentally
tested. Thiswill be challenging, since the RWM growth time can vary from afraction of wall time
(afraction of millisecond) to the angular momentum confinement time (a fraction of second). In
addition, the present linear rigid mode growth assumption represents only the dominant mode of
several potentially unstable modes; even this dominant mode may become nonlinear nearer to the
ideal wall limit. Another important near term objective is the need for extrapolation of RWM
stabilization methods to I TER and reactor oriented devices.

29



CONTROL OF PLASMA PROFILESAND INTERNAL TRANSPORT BARRIERS

The requirements of ITER and the need to optimize the tokamak concept for the design of an
economical — possibly steady state — fusion power plant have motivated extensive international
research on plasma transport (see Fig.9 caption) and confinement in toroida | devices. These
investigations have aimed at finding plasma regimes with improved confinement with respect to
the one predicted by typical tokamak scaling laws and have led to the definition of the Advanced
Tokamak (AT) operation scenarios (sidebar S18) [58]. In alarge number of machines, experiments
have demonstrated the existence of such regimesthat allow accessto a high confinement state with
improved MHD stability and leading to a strong increase of the performance as quantified by the
energy confinement time and plasma pressure (tg and By; see sidebar S2). In such conditions a
dominant fraction of the plasma current is self-generated by the bootstrap mechanism (sidebar
S15), which reduces the requirement for externally driven non-inductive current for steady state
operation. This bootstrap current isfavored by the generation in the plasma of an internal transport
barrier (ITB) [59], a region where particle and heat transport are strongly reduced. An ITB is
characterized by large pressure gradients and by the presence of avisible

“break” in the slope of the electron and/or ion temperature profiles similar to the edge transport
barriers (ETB; sidebar S12). ITBs are often combined with an ETB, which givesrise to a pressure
pedestal at the plasma edge, characteristic of the H-mode [60] (sidebar S11).

Although the formation mechanism of I TBshas not been entirely identified, significant progress
has been made in understanding them. Many recent studies have shown the key influence of the
safety factor profile q(x) (x = r/a; see sidebars $4 and S5) for the triggering of barriers. Both the
radia profile of the magnetic shear (sidebar S20) and the location of the flux surfaces where g is
rational have been shown to be essential for the emergence of ITBs[61]-{63].

When I TBs become too strong, the steep pressure gradient characteristic of the I TB may exceed
some MHD stability limit, leading to the loss of the confinement or even to plasma disruption
(sidebar S14). Thus, the promising concept of asteady-state tokamak reactor may only berealizable
iIf stationary I TBs can be sustained in astable way. Thishas motivated alarge experimental effort at
JET, aiming at the real-time simultaneous control of the safety factor, temperature, and pressure
profiles. This section reviews the progress achieved, based on material published in Refs. 64—68.

S15. BOOTSTRAP CURRENT (SIDEBAR)

Thebootstrap current isan equilibrium current that is self-generated (without the need of animposed
electric field) in atoroidal plasma. In atokamak plasma, the guiding center [the center of the fast
Larmor gyro-motion (see Fig.9 in theintro article)] of most particles follow approximately helical
orbits that encircle both the major axis of the torus (vertical axis) and the magnetic axis of the
plasma (see Fig.14 in the intro article). This periodic guiding center motion is the combination of
free streaming along the helical magnetic field lines (Fig.10 of theintro article) and of small radial
driftsdueto the gradient and curvature of the magnetic field, which averageto zero after acomplete

30



period. However, the toroidal magnetic field intensity produced by external coils in a tokamak
decreases as 1/R (R being the distance to the major axis) and therefore particles encounter varying
field intensities along their orbits, from a minimum, B,,;;,, on the outer radial part of the helical
orbit (called the low-field side of the torus) to amaximum, B,,,,,, ontheinner radial part (called the
high-field side of thetorus). Asaresult, particleswith low velocity parallel to the helical field lines
(whose kinetic energy, W, ismainly in the Larmor motion, W = W |, orthogonal to the field lines)
cannot completeahelical trajectory around the magnetic axis asthiswould violate the conservation
of both their energy W and magnetic moment (1 = W,/B) along the orbit. At some point their
parallel velocity must vanish and change sign and therefore these particles are trapped on the low
field side of thetoruswheretheir guiding centers describe banana-shape orbits (see Fig.19). Particles
that are able to complete their helical orbit are called passing particles, as opposed to the trapped
particles. In the presence of a density gradient and at a particular location in the plasma, there are
moretrapped particlesgoing in onetoroidal direction [trajectory (a) in Fig.19] thanin the other one
[trajectory (b)] and therefore the local ion and electron velocity distributions are anisotropic.
Therefore, each trapped particle assembly (trapped particles of a given species passing through
point P) carries afinite toroidal momentum proportional to the density gradient at P. Now, particle
collisions giverise to a continuous exchange of momentum between trapped and passing particles.
For instance, passing electrons, which make up the bulk of the electron population, receive net
toroidal momentum from the anisotropic trapped electrons at an effective rate that is much faster
than the rate at which they lose momentum to the bulk ions. Therefore a net equilibrium electron
current results. An additional contribution, with the same sign, comes from the passing ions. This
net positive current is known as the bootstrap current.

A techniquethat iscurrently used to produce I TBson JET [69] isthe application of lower hybrid
heating and current drive (LHCD) (sidebar S13) during the low density plasma current ramp up
phase (see Fig.8 in the intro article), prior to the high performance phase of a discharge in which
high power heating is applied. By this method, often referred to as LHCD preheating, certain
popul ations of resonant electrons are unidirectionally accel erated by electromagnetic waves so that
the current density profile (sidebar S20) is made broader and sometimes even hollow (lower at the
center than near the edge), depending on the applied power. In such a case, the g-profile becomes
non-monotonic in the core of the plasma at the time of application of the main heating power and
the magnetic shear (sidebar S20) is said to be reversed as it changes sign. Two different methods
are used for the main plasma heating in JET, ion cyclotron resonance heating (ICRH) and neutral
beam injection (NBI) (sidebar S13). At present, the total injected power can reach up to 25MW. An
interesting advantage of the additional LHCD when it isalso applied during the main heating phase
IS its ability to maintain the preformed broad current profile almost stationary during the main
heating phase, whereas it would otherwise peak in the plasma center with a characteristic time
scale given by the resistive diffusion time (relaxation time of the profile needed to reach a steady
state; sidebar S19). This peaking tendency isdueto the fact that plasmatemperatureishigher inthe
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core and plasma resistivity (sidebar S13) is inversely related to temperature. The effect of the
LHCD isto slow down, and possibly stop, the temporal evolution of the current profile peaking
[70]. Thisalso allows avoidance of someinstabilities or disruptive eventsrelated to the presencein
the plasma of magnetic flux surfaces where g isarational number (such as NTMs for example).

To control, it is necessary to characterize the I TB in aquantitative way. For that purpose alocal
criterion characterizing the location, strength and dynamics of ITBsin JET has been devel oped,
which can be computed in real timefrom theion and el ectron temperature measurements. Thiswill
be described in the following section with the first experiments of ITB strength control that were
performed in JET.

INITIAL EXPERIMENTSON ITB CONTROL IN JET

Theobjectiveof theinitia I TB control experimentswasto investigate practical methods of sustaining
ITBsinacontrolled and reproducibleway in order to take full advantage of the resulting confinement
improvement. The goal wasto tune the applied heating power so asto maintain the transport barrier
and the plasmain astabl e state during long periods of time, although not necessarily in steady state.
One difficulty in achieving such a goal was to find an objective way to satisfactorily quantify the
ITB behavior. For that purpose, alocal criterion characterizing the presence, location and strength
of 1TBs has been developed. The criterion is quantified by calculating the ratio, p*T, of anion
Larmor radius, p;(Fig.9 of the intro article), to the temperature gradient scale length, (VT/T)_l.
Using an analysis of an experimental JET database, it has been shown [64] that an ITB is most
likely to exist at normalized radius, x = r/a (sidebar S5), and at time t, when

p (% t) = =p; [VTO, /T O] > p 11 €)

with the threshold value p* i1 = 0.014. (Here, VT = 8T/6x; seesidebar S5.) The proposed criterion
enables detection of the presence of an ITB at a given normalized radius with a large degree of
confidencewhen p*T(x, t) exceedsthefixed threshold value. In JET, transport barriersare generally
observed simultaneously on both the ion and electron heat transport channels, i.e., on the ion
temperature gradient (p*Ti) as well as on the electron temperature gradient (p*Te)' For specificity,
we shall refer to the latter — identified through Eq.(8) applied to p*Te_ as an electron transport
barrier or electron ITB, so that

P 1l )= =p; (VTJT) > p'ig -
Electron transport barriers have been controlled in real-time using the maximum value of the
parameter p*Te (x, t) across the plasma radius (x) as the controlled output variable and one power

actuator only. Best results were obtained when using the ICRH system as the actuator. The
temperature measurementsfromwhich p*TewascaIcuI ated were madewith an heterodyne radiometer
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using the electron cyclotron emission (ECE) from the plasma [71]. A simple proportional-plus-
integral (Pl) feedback was used to compute the required actuator input power

P(O[MW] = P(ty) + G, DX(t) + G, " AX () du

where X(t) = max[p*Te (x, 1)], P(ty) isthe actuator power at the initial timety of the control, AX is
the difference between the target output value (setpoint) and the measured output signal X(t), and
Gy and G, are the proportional and integral gains, respectively. The strategy for control of the ITB
through control of X using only one actuator (the ICRH heating system) assumes that during the
control phase, the current profile (equivalently, g-profile), which has been identified as an essential
parameter for the ITB dynamics, does not evolve significantly. This simple strategy is therefore
valid only for periods of time that are shorter than the resistive current diffusion time (around 20
seconds or more in JET; sidebar S19). The high power control phasesin control experiments were
always limited to 10s.

In a second set of experiments, the additional effect of a second independent feedback loop to
control plasma pressure at the magnetic axis was studied with the aim of combining the ITB
confinement improvement with high-p (sidebar S2) plasma stability and thus avoiding plasma
disruptions. This additional control was achieved by measuring the Deuterium-Deuterium (D-D)
fusion reaction rate and using neutral beam injection (NBI) asthe actuator. (The neutron production
from the D-D reactions is strongly correlated with the central plasma pressure.) An experiment
with simultaneous control of p*Te_ with ICRH — and of the D-D reaction rate— with NBl — is
depictedin Fig.20[65]. Thiscontrol was obtained with aconstant LHCD power (3MW) throughout
the pul se, which also demonstrated the important role played by LHCD in slowing down the current
density profile evolution (Fig.21) and improving the long-pulse stationarity of these advanced
discharges. It wasfound that setting-up asuitable g-profile, characterized by aweak or evenreversed
magnetic shear (sidebar S20), seemsto be akey condition for triggering aninternal transport barrier
that can then be controlled with the concomitant improved plasma confinement. In order toimprove
the control of the ITB and to allow extended control duration and, later, extrapolation to steady
state burning plasma devices such as ITER, control of the g-profile was therefore needed.

CONTROL OF THE CURRENT DENSITY PROFILE

The experimental investigations described in this section werethefirst attemptsin JET at controlling
theg-profile. (Controlling the g-profile and the current profile are basically equival ent — see sidebar
S20.) To start, the controlled safety factor profile was simply characterized by its values at five
discretefixed radii, these values being considered as an adequate set of lumped parametersto fully
describe the system. They were calculated in real time using magnetic measurements together with
datafrom an interferometer-polarimeter diagnostic, which allowed afairly accurate reconstruction
of the magnetic equilibrium in real-time [66]. The three heating and current drive powers, P, cp.
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Picry @d Pyg, Were used as actuators for the control. A linearized model was obtained
experimentally by performing dedicated open-loop experiments and varying the input powers. A
linearized L aplace transform model of the form

0Q(s) = K(s) 8P(s) (9)

was assumed around areference plasma steady state, where 6Q isa (5x1) vector that representsthe
changein the safety factor from the reference state when the (3x1) input power vector changes by
0Q. The problem was thus reduced to identifying the (5x3) matrix and finding a suitable pseudo-
inverse. The steady-state gain matrix was determined to be sufficient and was deduced experimental ly
from simple power steps (from the reference state) in dedicated open loop discharges. In order to
design aPI feedback controller that maximizesthe steady state decoupling of the multiplefeedback
loops and ensure minimum (in the least square sense) steady-state offset, atruncated singular value
decomposition (TSVD) of the steady state gain matrix, , retaining only two principal components
of (thethird one being associated with avery small singular value) was used [67]

KO)=WsV' |

(with VT the transpose matrix of V). This provides steady state decoupling between modal inputs
o) = il OP(s), and modal outputs 3(s) = w' 0Q(s). Pseudo-modal control techniques could then
be used by inverting the diagonal steady state gain matrix, .. Thus, the Pl controller transfer function
matrix was chosen as follows:

8P(9) = g [ 1+ U(59)] G(9) [8Qearget - SQAS)]
= g1+ Ug9)] V"W [8Qearget - 5Q()

where g.. isthe proportional gain and (g/7;) istheintegral gain. These experimentswerethefirst to
use three heating and current drive systems to control the g-profile in an ITB tokamak scenario
with a significant fraction of the plasma current carried by the bootstrap current. Because of the
long current diffusion time scal e, the plasma pul se had to be aslong as possiblefor the effectiveness
of the controller to be fully assessed (sidebar S19). Therefore a plasma scenario (sidebar S18) that
had been devel oped for long pul se studies was selected. Figure22 shows the result of aclosed-loop
experiment in which thetarget g-profile had aslightly reversed magnetic shear (sidebar S20) inthe
plasma core. The control was applied betweent = 7sand t = 13s, with initial powers at the start of
the control phase of 2.5MW for LHCD, 7MW for NBI and 3MW for ICRH. These powers were
chosen sufficiently below the power limits of the systemsto avoid possibly hitting the saturation of
an actuator during the closed-loop experiments. The powersrequested by the controller and delivered
by the three systems are shown in Fig.23.

The demonstration of real-time control of the g-profile encouraged new efforts to develop an
integrated 1TB control, which would include both the current and temperature gradient profiles
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(sidebar S20). These two non-linearly coupled profiles are believed to be essential ingredients
governing I TB physics. The most recent profile control experiments performed in JET therefore
used an extension of the previous model-based technique to control simultaneously q(x) and
p*Te(x)consi dered as distributed parameters characterizing the current and temperature gradient
profiles, respectively.

In this case, adiscretized representation of their response to the three power inputs (NBI, ICRH,
LHCD)
can be written in matrix form

8G(S) = K(93P(9)

similar to Eq.(9) and acontroller can be derived as described above. (See sidebar for details.) Here,

_ % * T i i
5(3(3)—[qu 1(s) L GéSqna (s) Gop Teg () L Gop Tenb ()] representsafinite set of coefficients
of two setsof basisfunctionsg(x), i=1, 2, ..., n, and b;(x), i=1, 2, ..., n,, that approximately span the
set of achievable g and p*Te profiles, respectively [68] (Fig.24). The PI controller structure was
defined as

OP(s) = g [1+1/(1;9]K;,, [SGtarget(s) -0G(s)] (10)

where g, isthe proportional gain, (g/7;) istheintegral gain, and K, isaparticular pseudo-inverse
of the steady state gain K(0) (see sidebar).

TECHNIQUE FOR DISTRIBUTED-PARAMETER CONTROL (SIDEBAR)

In summing up the complexity of plasmatransport phenomenaaround areference plasmastateinto
asimplelinearized model having only three degrees of freedom (corresponding to three actuators),
one should take into account as much information on the spatial structure of the physical systemto
be controlled as possible. This can be achieved by retaining the distributed nature of the problem
both in the model identification and in the control algorithm.

Also, to design acontroller for an I TB regime, the plasmaresponse must be linearized around a
stationary reference state presenting an I TB. The current density and temperature gradient profiles
were controlled viathe safety factor profile, q(x, t), and the parameter p*Te(x, t), respectively. The
variationsdq(x, s) and Sp*Te (%, 9) (sisthe Laplace-transform variable) around the reference stationary
state can be represented as a (2x1) profile vector Y (X, 9)

|r oq(x, S) —i
SY(x, 9) = | |
| 5 T, (% 9|
L N

Assuming atime-independent process, the linearized response of the two-function-vector 8Y (X, S)
to the variation of the heating and current drive powers
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can be written, without loss of generality, in the integral form
8Y(x, 9 =", K(x, X, 9) 8P (X, §) dx

where the kernel K(x, x’, s) isto be determined. This kernel is assumed to be square-integrable so
that it admits an infinite singular value decomposition:

K(x, X', 9) —_- c(s) Wi(x,9) V, (x s
i=1
where ViT (X, s) are the transposes of an infinite set of (3x1) matrices of functions, V;(x, s), in the
input space, W; (X, s) are (2x1) matrices of functions in the output space, and c;(s)are the
corresponding positive singular values.

The essence of the method is to identify the best experimental approximation of this kernel by
means of its dominant singular elements, or principal components, and to use this approximation to
define a suitable controller. The 6q(x, s) and Sp*Te(x, s) profiles are thus approximated by their
projections on finite dimensional spaces using the so-called Galerkin scheme

30,9 = + 549 a0 + RS (9 and

Nb

8’709 =GP T (9B + R T (xS

where n, and nj, the dimensions of two subspaces spanned by two sets of basis functions, g(x) and
bi(x), Ga;(s) and Gp T e|(5) are the so-called Galerkin coefficients of those basis functions, and
Roq(x, s) and R6p Te(X, ) arethe two residual sthat are orthogonal to the basis functions o;(x) and
bi(X), respectively.
In the same way dP(X, s) can be written as follows:

OP(x, 5) = C(X) P(s)
with dP(s) containing the three power variations from the reference steady state powers

OP(s) = [P jycp(s) OP\g(9 0P icru(9)]

and C(x) isadiagona matrix containing three normalized power deposition profiles.
Anticipating that only three singular values can be found with only three independent actuators,
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the SVD of the kernel K (x, X’, s) can be truncated as follows

K (X, X,8) = ? o;(9Wi(X, ) ViT (xX,9)
i=1

i=
where only the singular vectors associated with the three largest singular values are retained.
Projecting the singular vectors on the corresponding basis functions, amatrix relation between the
new outputs (Galerkin coefficients) and the inputs (power modulations) can be obtained

0G(s) = K(s) 0P(s)
with

[ * * —|
5G(9) = |Lesq1(s) L Gy () GBp'7ey (9 L Gop'ry 9]

Asinthe previous section, the kernel K(s) could be identified from power modul ation experiments
around the target steady state, but for the proof of principle experiments that are described in this
article, the steady state gain matrix K(0) was sufficient. It was deduced from simple step power
changesin dedicated open |oop experiments. A Pl controller that minimizestheintegral least square
difference between the requested profiles (defined by Galerkin coefficients BGtarget), andthe profiles
that are obtained in steady state [defined by 6G(s = 0)] can be designed by calculating a particular
pseudo-inverse K ,, of K(0) [67]. Thisis not immediate because the matrix K(0) is not square and,
therefore, an infinite number of possible pseudo-inverse matricesexist. The cal culation of therelevant
one requires the definition of a positive definite scaling matrix B that contains all the necessary
information about the distributed nature of the profiles and is of course directly related to the
choice of the basis functions. It takes the block diagonal form:
8= (/ Bq O A\

\O wBp'r, /-
The general elements (i, j) of the matrices Bq and Bp*Te contain the scalar product of the basis
functions and take the form:

(11)

B =" a®a(dc and [By] =70 bXb(dx

el
and u isaconstant scaling parameter (chosen equal to 104) that isused to treat (x) (of order 1) and
p*Te(x) (of order 0.01) on the same footing in the minimization while allowing more or less weight
to be given to the control of one profile or the other. Then, as shown in Ref. [67], asingular value
decomposition of the matrix K= AK(0), where A comes from the Cholesky decomposition of B
(B=A"A), leads to the construction of Kiny-

SIMULTANEOUS CONTROL OF CURRENT AND TEMPERATURE GRADIENT

PROFILESIN JET
The real-time controller described above was used experimentally to control the current density
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and electron temperature gradient profiles p*Te(x) and obtain an ITB at about half plasma radius.
The current density profile was actually controlled viai(x) because, being directly proportional to
thetotal currentin [0, X] (sidebar S20), it depends more linearly on the applied current drive power
than q(x). To prevent overloading the real-time controller computation, the number of trial basis
functionsand theradial windows on which they operated were deliberately limited (only part of the
full profiles were controlled). The accuracy of the real-time reconstruction of the g-profile from
polarimetry data [66] was poor in the central region [0 < x < 0.2] so thisregion was excluded from
the control window. In addition, the g-value at the edgeisinversely proportional to thetotal plasma
current (sidebar S20), which isaccurately controlled by the primary (ohmic) circuit of the tokamak
(sidebar S13). Therefore, including the edge region in the g-profile control would have been
redundant. Thus, the feedback control of the g-profile was restricted to theregion 0.2<x <0.8. For
Py theregion of control of thel TB wasimposed by limitationsin the real-time el ectron temperature
measurements given by the el ectron cyclotron emission diagnostic, which provides no measurement
in the core of the plasma, nor near the edge in discharges with LHCD. The radial measurement
window depends on the plasma configuration but includesin all cases the region that extends from
x=0.3tox=0.7. Moreover , one of the goals of these experimentswasto sustainan ITB at x> 0.4
in order to enhance the plasma performance while g-profiles that are accessible with the present
heating systems on JET do not in general allow stationary ITBsat x > 0.6 to be sustained. Thus, in
these experiments the control region for was restricted to the window 0.4 < x < 0.6 wherean ITB
was expected and requested. The Galerkin coefficients of both profiles (five coefficients for 1 and
threefor p*Te) were computed in real-time from the profile measurements and a power request was
sent every 10msby the controller to the different actuators according to Eq.(10). The control scheme
was applied in multiple plasmadischargesfor amaximum of 7 seconds per discharge and successfully
reached several different target g-profiles — from monotonic to reversed shear— while
simultaneously controlling the profile of the electron temperature gradient . Figure25 shows the
result of applying the control agorithm in the case of amonotonic g-profiletarget and of a p*Te-profiIe
target with amaximum slightly above the criterion in Eq.(8) for the existence of an ITB, at afairly
large radia location (x=0.5) where ITBs are not easily achieved spontaneously. Both profiles are
satisfactorily controlled and the effect of the control can be clearly seenin Fig.26. In thisexample,
the ICRH system failed to deliver the requested power at around t= 10.25s, and therefore the
control phase was limited to 4.8s.

Asmentioned in the previous section, the controller defined by Eq.(10) minimizes, intheintegral
least square sense, the difference between the target 1 and P Tg profiles and their respective real-
time measurements or, more precisely, the quadratic expression

dy” =" 55 [ - Lsetpoint(¥)] Fax L [ 09 - p “Teetpoint X! “ox

where 1 is a scalar used for relative weighting of the control objectives [EQ.(11)]. This positive
definite quantity, which will bereferred to asthe squared distance between the achieved and requested
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profiles, isplotted in Fig.27. An important feature is the increase of this distance in response to the
sudden, undesired, failure of the ICRH system to deliver the requested power at t= 10.25s. This
failureisindeed immediately followed by astrong rise of the P*Te contribution to the distanceto be
minimized, showing, by contrast, the effectiveness of the control before the failure of the actuator.

FUTURE DIRECTIONS

The present controllers were designed using only knowledge of the static linear response model,
K(0), but the experimental identification and use of a fully dynamic linear model, K(s), is now
under investigation in order to possibly construct a two-time-scale model (resistive diffusion time
for current or g-profile evolution and energy confinement time for temperature or pressure profile
evolution) and design acontroller that can better cope with fast plasma perturbations (MHD events,
spontaneous emergence or collapse of 1TBs) while converging slowly towards the requested high
performance plasma state. Model s based on physics (instead of identified from data) could also be
used in future devices to identify adequate linear, or piecewise-linear, response matrices. Present
state state-of -the-art plasmatransport physics modeling isnot yet accurate enough to do so (especially
in transient regimes), athough it can be quite useful for a qualitative assessment of the control
algorithms[72].
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APPENDIX. ADDITIONAL SIDEBARS.
These sidebars will be located in other papers in the same special issue.

S18. TOKAMAK SCENARIOS (SIDEBAR)

The term scenario is often used in tokamak plasma physics to refer to a planned sequence of
operating points for a particular tokamak device and plasma. The definition of these operating
points usually includes specification of a particular sequence of plasma cross-sectional shapes and
plasma current values, but it can aso include a number of other plasma parameters such as the
value of B (sidebar S2) or, more generally, characteristics of plasmaprofiles (sidebar S5) and other
plasma characteristics. Because increasing the performance of the plasma (sidebar S2) tendsto also
make it more susceptible to instabilities, planning and simulating scenarios to achieve high
performance while maintaining plasma controllability is an important part of the work that occurs
at the interface between plasma physics and plasma control.

When scenarios are discussed in the context of control, they usually include the evolution of
operating points for the actuators that are needed to control desired features of the plasma. Thisis
done for two reasons. Given limitations in actuators, it provides some confidence that a specified
sequence of operating points can be produced by the device. It also enables use of feedforward
programming of the actuators, which facilitates linear feedback control of the nonlinear plasma
system that is linearized around successive operating points. For example, nominal values of the
PF coil currentsthat are predicted to be consistent with asequence of plasma shapes are sometimes
used to define pre-programmed nominal tragjectories for these currents or for the voltage actuators
driving the PF coils. Scenarios can a so include specification of whether and how actuators will be
used. For example, a particular heating and current drive actuator (sidebar S13) can be used for
either heating or for current drive or not used at all.

Theterm scenario is not completely well defined in the plasma physics and control literature. It
sometimes implies a compl ete specification of the plasma evolution, and at other timesrefers only
to plasmas having a specific characteristic behavior, such asaparticular profile shape. Usually, itis
clear from the context which of these meanings is assumed.

S19. TOKAMAK TIMESCALES (SIDEBAR)

Thevarious processesin tokamak plasmas evolve on anumber of distinctively different characteristic
timescal es. These time scales range from less than a microsecond to many seconds. The fastest of
these isthe so-called Alfven timescale, which refersto the growth time of those MHD (sidebar S3)
instabilities that have no passive stabilizing effects (the Alfven instabilities or Alfven eigenmodes).
This timescale is also referred to as the ideal MHD timescale and the instabilities as ideal MHD
instabilities. For example, the vertical displacement instability of a vertically elongated plasma
(sidebar S6) would have agrowth time of afew microseconds or lesswere it not for the stabilizing
influence of induced eddy currents in passive conducting structures (sidebar S17). When partially



stabilized by induced currents in passive conductors, ideal MHD instabilities are converted to
instabilities that grow on a time scale determined by the time needed for the induced currents to
decay away dueto conductor resistance. Thistime scaleis sometimescalled thewall timeor resistive
wall time. On present day devices, thisis usually on the order of a few milliseconds but can vary
considerably sinceit isdetermined by the resistance and inductance of the set of conducting elements
in the device.

Other important timescal esinclude thetimesrequired for evolution of transport quantities (density,
temperature, and pressure profiles) and for evolution of the current profile (sidebar S20). In general,
the current profile requiresamuch longer timeto evolve (on the order of 5 or 10 times greater) than
the transport quantities. Characteristic timescales are often known by more than one label, which
canbeahit confusing. For example, transport timescal es are al so known as confinement timescal es.
Terms used for several similar current profile evolution characteristic times include the (global)
resistive diffusion time, current diffusion time, skin time, or current relaxation time, the multiple
names reflecting different characterizations of the physical processes that define the evolution.
Although there are a number of other tokamak process timescales, those described above are the
most relevant to the discussions in this special issue.

Theissue of characteristic time scale is an important one for tokamak control. For example, an
unstable process with afast time scal e stresses the importance of fast real time control calculations
and actions. This is why the control of the relatively fast and low dimensional plasma vertical
instability is usually performed separately from the slower, high dimensional plasma boundary
shape control.

Control experiments must also run for a length of time sufficient to judge the effectiveness of
new control methods. A primary goa of aimost all tokamak control is the maintenance of some
performance objective in steady state conditions. The precise length of time that defines a steady
state evaluation is not universally agreed upon, but it clearly must have a length equivaent to
multiple characteristic times of the process under control. As more control integration takes place,
asignificant challenge isto combine controls operating on the many different time scales.

S20. PROFILES (SIDEBAR)

A number of relationships between several plasmaprofiles (sidebar S5) are used in thisarticle. We
describe some of these relationships here in order to switch easily from one to another in the
discussion. The safety factor () profile was defined in sidebar S5. An aternate definitionisgiven

by

B
q’ds,

dip)= S —
Bp

;U||—\

where B¢ isthe toroidal field (field in the direction of the toroidal coordinate ¢; see Fig.12 of the
intro article), Bp isthe poloidal field (field in the (R,Z) plane orthogonal to the coordinate ¢), and



theintegration is carried out over asingle poloidal circuit around the flux surface corresponding to
thenormalized flux value p (sidebar S5) [Wesson]. Thisisoneof the definitionsfor g that indicates
why q is considered a measure of magnetic pitch. The toroidal field B¢ is dominated by the
contribution from thetoroidal field coils (see Fig.5 of theintro article), which aretypically operated
so asto produce an approximately constant (in time) toroidal field. Thus, in most experiments, the
safety factor profile is considered to be primarily a function (in time) of the variable poloidal
component of the magnetic field. The poloidal field Bp is produced by toroidal currents, including
the current in the plasma and current in the poloidal field (PF) coils. When the plasma shape is
controlled at a steady state equilibrium, the PF coil currents are nearly constant, so changes in
poloidal field are dominated by changesin the spatial distribution of plasmatoroidal current density
(the current profile). Through this chain of dependencies, it can be seen that the safety factor profile
depends on the current profile (and vice versa). Thus, many physicists speak interchangeably of
control of the current profile and of the g-profile.

A quantity known as the local magnetic shear is proportional to the spatial derivative of the
safety factor, S(p) o< dg/dp. Magnetic shear playsarolein plasmastability, but inthisarticle (and in
much of the literature) it is used simply as an alternative description for the behavior of the
g-profile. In particular, the notion of negative (central) shear, also known asrever se shear, describes
ag-profilethat is not monotonic (Fig.A-1). Another quantity related to q istheinverse of the safety
factor known asiota, 1(p) = 2r/q(p). It can be shown that 1(p) is proportional to the total current
inside the flux surface represented by the normalized flux value p. In particular, this means that the
value 1(1) = /q(1) at the edge of the plasmais inversely proportional to the total plasma current.
Theg-, s, and iota-profiles, are al functions of normalized flux p, while the current profile is not.
The current profileistypically defined asthe plasma current density along aline extending radially
from the magnetic axis to the plasma edge (Fig.14 of intro).

Type Wpep DWg i m dfg) p/dP Density Shaping
I 1 0.05-0.25Wpp >0 1 Any

Il 1 < 0.01Wpgep <0 »1 Strong
[l <2/3 < 0.01Wpep <0 »lor«l Any

Table 1: Experimental characteristics of different ELM types. The ELM type with the widest operational range, Type
| [Fig.7(c)], allows large pressure in the ETB (the pedestal energy Wpep = pressure on inside edge of the ETB times
the plasma volume) but the energy loss at each ELM, AW, is also large. (The symbol Wiswidely used in plasma
physics to denote quantities of energy. Note that pedestal energy is not the same as total stored energy.) The Type |l
ELM haslow ELM energy loss and high ETB pressure but is observed only in a limited range of plasma shaping and
density that may not be applicable to a tokamak reactor. The Type Il ELM [Fig.7(a)] has a wider operational range
than the Type Il and low ELM energy loss but also reduced pressure in the ETB. The pedestal energy and density
shown here are values relative to the conditions under which Type | ELMs occur.
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Figure 1: Illlustration of magnetic islands topology in a
circular cross-section plasma. Perfectly conducting ideal
MHD plasmas (sidebar S3) require nested flux surfaces
(a), while resistive plasmas can produce tearing and
reconnection (hence the name tearing mode) of flux
surfaces, resulting in magnetic islands (b). Localized
current and pressure profiles (sidebar Sb) are flattened
across an island (whose center is the O-point). The
resulting connection between inner and outer island
surfaces (joined at the X-point) allows heat to | eak out of
the plasma core faster than it would without the island,
thus degrading confinement. (b) showstheisland topology
corresponding to a 3/2 NTM [ periodicity of (sidebar $4)
in the poloidal cross section shown, and a periodicity of
in the toroidal direction (not illustrated)].
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Figure 2: Flattening of the pressure profile caused by the
NTM. Islands driven by the NTM are responsible for a
lowering of temperature, pressure, and current both on
and inside theisland.

Current
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2nd Harmonic
Resonance
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Figure 3: Geometry of current drive to suppress NTM islands. Driving current at the flux
surface which contains islands can restore the current lost in island formation. This shrinks
and can even eliminate the island, stabilizing the mode. In the case shown, the flux surface
(for two different times during the discharge) being affected correspondsto the 3/2 NTM, and
is labeled by the safety factor contour value of 1.5. The location where current is actually
deposited is slightly offset from the second harmonic resonance due to a Doppler shift.
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Figure4: TheDIlI-D Search and Suppressalgorithmwith
Active Tracking has been successful in suppressing and
sustaining stabilization of the NTM. Search and Suppress
isengaged at approximately 3.0s and Active Tracking is
engaged at approximately 3.4s. (a) Comparison of model
predicted and experimental amplitude of the NTM mode
(related to the island width), and input ECH power (b)
change in the plasma major radius to achieve and
maintain alignment between NTM island and ECCD
deposition location, (¢) major radius of the 3/2 NTM
island flux surface (dashed line= empirically determined
ECCD deposition location).

Figure5: Illustration of definitionsrelevant to ELMs. The
solid red curveisfitted to measured el ectron temperature
data. Linesthrough the data pointsindicate plus or minus
one standard deviation (estimated) from measurements.
The—edge transport barrier (ETB) is a region at the edge
of the plasma that isa barrier to the transport (diffusion)
of heat and particles out of the plasma. The ETB and
other formsof transport barrier are characteristic of high
energy confinement mode (H-mode) plasmas, since they
tend to prevent heat from escaping the plasma. Wdth of
the ETB is defined to be the width of the steep gradient
region in the electron temperature profile. This edge
region is defined to be the region between the knee of the
fitting function and the plasma last closed flux surface.
The pedestal in temperature coincides with the plasma
interior region. (Unfortunately, terminology in the
literatureisinconsistent, with “ pedestal” sometimesbeing
used to refer to the edgeregion.) The pressure profilein
H-mode plasmas takes a similar form, so in discussions
of edgetransport barriers, temperature and pressure are
often used interchangeably. However, pressure can
sometimes have a narrower steep gradient region. The
close proximity of the high pressureregioninsidethe ETB
and the low pressure region outside the ETB isthe source
of the ELM instability.
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Figure 6: Plot of projected dependence of Q on pedestal
temperature. Qistheratio of fusion power output to additional
heating power into the plasma and isa measure of efficiency
of fuson power production. Thisplot assumesfixed available
input power (40MW) and constant density acrossthe pedestal
(Fig.5). The pedestal temperature must be maintained at
approximately 4keV (4 thousand eectron volts) in order to
sustain the ITER minimumvalueof Q = 10.

Figure 7: Illustration of different ELM types@ependence

on injected power. (a) Detected light emission for Type 1l
ELMs, (b) neutral beam power injected into the plasma
simultaneous with measurement (a), (c) detected light
emission for Type | ELMs, (d) neutral beam power injected
into plasma simultaneouswith (¢). One characteristicwhich
distinguishes Type | and Type 1l ELMsistheir response to
increases in injected power. The frequency of Type | ELMs
increaseswithincreasing power whilethefrequency of Type
Il decreases. Another characteristic is the typically much
larger peak amplitude of Type | ELM light emissions.
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Figure8: Illustration of the magnetic character of an ELM. (a) Expansion of asingle
instability similar to those shown in Fig. 7(c); (b) measurement of the derivative of
magnetic field at the outboard midplane showing magnetic behavior simultaneous

with the light emissionin (a).
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Figure 9: Intensity plot of perturbed density at the plasma
outer midplane during the later nonlinear phase of
simulation of the growth of the edge localized mode. The
early phase of the mode growth is linear and
approximately represented by ideal MHD. The local
nature of the mode growth isillustrated with the* finger”

of plasma radiating out fromthe plasma edge and toward
the vacuumvessel wall. It also extends along the magnetic
field (into and out of the page). Large transport through
the walls of the finger or possibly the breaking off
(magnetic reconnection) of the finger are possible
mechanisms for the ELM energy loss.

Figure 10: Expected erosion lifetime of ITER divertor
plasma facing components (expressed in terms of number
of ELMs or corresponding I TER full power pulses) as a
function of ELM energy loss from the pedestal, AWg,
(seeTable 1). Curvesare shown for two possible materials
— carbon fiber composites (CFC) and tungsten (W) —
and for three different approximationsto the power signal
during an ELM. Thelifetime of the ITER divertor (sidebar
9) drops quickly as the energy lost per ELM increases.
Uncertainties in extrapolating expected ELM energies
from present devices make it difficult to know precisely
what to expect in the ITER device. (Reproduced from
Ref.29 by permission of G. Federici and the Institute of
Physics).
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Figure 11: Illustration of kink deformations of a circular cross-section plasma (greatly
exaggerated for illustration). Thered torusrepresentsacircular cross-section plasma
before deformation. The blue surface represents the deformed plasma. (a) an kink.
(b) an kink, in which the plasma perturbation repeats itself twice as the toroidal
angle varies from O to 2. In each case, the deformation follows a helical path with

respect to the undeformed plasma.
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Figure 12: RWM real time control sensors and actuators
currently installed on the DIII-D device. The vacuum
vessel (represented by the brown surface) is cut away to
show internal detail. The plasma is represented by a
yellow surface—Sensors: Typical sensors for radial flux
measurement are provided by window frame shaped
saddleloops (sidebar approximately concentric with those
coils; they are also known as radial flux loops. Radial
flux is the same as the integral of radially directed
magnetic field (B,) normal to thewall over a broad area,
v = /Al B,dA, where is the area subtended by the loop.
Although, strictly speaking, these saddle loops measure
radial flux, measurements made by these sensorsare often
referred to as radial field measurements because of this
integral relationship between field and flux. The poloidal
field (B,) sensors (red) are magnetic probes (sidebar S7).
These sensorsare mounted on the vessel wall and measure
the local magnetic field component tangent to the wall.
Actuators: The C-coil set (blue rectangles) consists of
six coils located on the midplane outside the vacuum
vessel. The I-coil set (black rectangles) inside the vessel
consists of two sets of six coils at upper and lower off-
midplane angles, installed between the vacuumvessel wall
and the plasma-facing carbon tiles.
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Figure 13: Observation of an RWM inside a plasma by
the soft x-ray diagnostic and outside the vacuum vessel
by a magnetic sensor: (@) time-dependent measurements
of soft x-ray data measured at two toroidal locations (red
and blue) spaced 150 deg apart (a.u. = arbitrary units).
These measurements can be used to estimate plasma fluid
displacement. (b) displacement of the plasma fluid
corresponding to the soft x-ray line circled in (a). (c)
amplitude of the radial magnetic field measured just
outside the vessel during this time. Note the strong
correlation between the fluid displacement in (b) and
magnetic field growth in (c). (d) DIII-D cross section
showing the soft x-ray and magnetic field measurement
locations. The thick green soft x-ray chord corresponds
to the signal shown in (b). The helical n = 1 internal
mode structure is observable as differences in
displacement measured by the two soft x-ray arrays (a)
which are separated by 150 deg in the toroidal direction.
The soft x-ray diagnostic detects the x-rays emitted by a
residual amount of impurity ions caused by electron
bombardment. This diagnostic is not sufficiently robust
for real time use, since the signals are also sensitive to
minor changes of other plasma properties.

Figure 14: Comparison of theoretically predicted RWM
structure with measurement. (a) Sructure of the RWM
displacement from the axisymmetric plasma as computed
by the GATO ideal MHD code [40]. The dashed lines
represent constant flux surfaces before deformation. Solid
lines represent these flux surfaces after deformation by
the RWM. Perturbations are greater at larger radii R
because of the inverse dependence of the confining field
on radius. The displacement magnitude is exaggerated
for illustration. (b) A comparison of the experimental
plasma fluid radial displacement estimated using soft x-
ray data (see Fig.3) and the mode radial displacement
predicted by GATO. The magnitude is normalized to the
maximum amplitude (about 8cm) near p = 0.5. (The
normalized flux coordinate was p defined in sidebar Sb.)
The prediction accuracy is adequate for control, at least
in the region where there is data for comparison.
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Figure 15: Normal field perturbation on the plasma surface
due to an RAWM as calculated with the GATO ideal MHD
code [40Q]. Perturbations are relative to the normally
axisymmetric (independent of toroidal angle) values that
occur inthe absence of an RWM. (a)Per turbed normal field
at the plasma surface due to plasma current, (b) perturbed
normal field at the plasma dueto thewall currents. Apoloidal
angle of 0 corresponds to the outer midplane (see Fig.12 of
intro). Thenormal fields shown reflect the pattern of current
flowinthetwo conducting surfaces. Lighter colorsaremore
positive, darker more negative. Theeddy current onthewall
isinduced by perturbations of the plasma surface current as
discussedinthetext. The plasma surface current ismaximum
at theouter midplaneand decreasesrapidly toward theinner-
major radiusside. Correspondingly, the eddy current onthe
wall is maximum at the major radius side since it is
inductively coupled. Note that the pattern is periodic with
toroidal period one (mode number n= 1), and that the high
and low amplitudes in the mode wind their way in a helical
pattern around the torus.

Control Current

Figure 16: Cross section of cylindrical model of RWM
dynamics. The model shown represents the case where
the control coils are inside of the vessel wall. The
interaction between current in the plasma, wall, and
control coils (subscripts p, w, and c) is determined by the
mutual inductance values M. Drawing is not to scale.
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Figure 17: Demonstration of supression of the RWM
nstability through plasma rotation. As long as plasma
Fotation remains above a critical frequency (red curve,
bottom) of about 6kHz, the mode remains stabilized, even
for plasma beta well above the no-wall limit (red curve,
fop). If plasma rotation fallsbelow thecritical value (blue
Curve, bottom), the mode becomes unstabl e, causing loss
Of plasma pressure (blue curve, top), accelerated slowing
Df the rotation, and shortly thereafter, loss of the plasma
o the unstable mode.
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Figure 18: Illustration (top view) of one proposed model
of the effect of toroidal rotation on the RWM. In a
toroidally rotating plasma, individual particlesflow with
an average speed defined by the bulk fluid rotation
frequency €2, An n = 1 RWM causes the plasma fluid to
“bulge” radially outward on one side of the torus and
inward at a location 180deg opposite (see Fig.1).

Individual particles driven by the RWM and the
component of their velocity vectorsinduced by the RwM
areindicated in red. Continually flowing particles with
toroidal momentum (blue arrows) frequently collide with
the RWM driven particles and impart some of their
momentum. The resulting velocity (green arrows) of the
originally radially directed particles have significant
toroidal components.
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Figure 19: Poloidal projection of two different trapped
particle tragjectories (also called banana orbits) passing
through a point P in the low-field (outer radial) side of
the tokamak equatorial plane. (The particle trajectories
also extend a long way in the toroidal direction around
the major axis of the torus when moving from the bottom
turning point to the top one.) The magnetic flux surface
passing through the same point is also represented.
Trajectory (a) corresponds to an ion that would move
toroidally in the co-current direction when passing
through point P, whereas trajectory (b) corresponds to
anion that would move toroidally in the counter-current
direction at the samelocation. Dueto the density gradient
(increasing density towards the center of the plasma),
there are more ions with type (a) orbits than ions with
type (b) orbits and an anisotropic velocity distribution is
sustained at point P.

Figure 20: From Ref. 65. Control of an ITB with two
Sngle input-Single output feedback loops. The top two
frames show the plasma current, 1, and the LHCD, NBI
and ICRH heating powers. The values of the maximum
normalised electron temperature gradient, max[p*Te]
(fourth frame), and of the neutron production rate, Ryt
(third frame), are maintained close to their setpoints,
using ICRH and NBI as actuators respectively. Control
starts at 4.5s and the setpoint values are 0.025 for
max[p*Te] and 0.9 x 10 neutron/s for the neutron
production rate. The control of the ITB is sustained for
7.5s. During the whole period of time when the control
isapplied theloop voltage, V (bottomframe), is close to
zero, implying that the current is entirely driven by non-
inductive sources (sidebar S13) including the self-
generated bootstrap current (sidebar S15). The LHCD
power is kept approximately constant (= 3MW) during
the whole control phase to slow down the g-profile
relaxation.
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Figure 21: From Ref.65. Illustration of the current
diffusion process. Time evolution of the -profile as
calculated from a magnetic equilibrium reconstruction
code, constrained by polarimetry data, with LHCD held
constant (=3MW) during the high power heating phase.
The figure shows that the g-profile evolution is slow, and
inparticular that the minimumvalue of g isalmost frozen,
with a direct effect on the ITB evolution which is
practically stationary around R= 3.4mwher eq =3 and
the magnetic shear isnegative. Nevertheless, the current
profile continues to evolve slowly and this simple ITB
control could not be extended to pulse durations longer
than the resistive time.
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Figure 22: From Ref. 67. A typical example of Multiple
Input-Multiple Output feedback control of the g-profile.
Time traces are shown of the safety factor at the five radii
selected for the real -time experiment with LHCD, NBI and
ICRH asactuators. The setpoint values areindicated with
dashed lines. Thedesired setpointsfor q(x) (wherex = r/a;
seesidebar ) at thefive selected radii, x=1[0.2,0.4, 0.5,
0.6, 0.8] were q = [2.35, 2.34, 2.44, 2.69, 3.5] and the
control was applied between t= 7s and t= 13s. The g-
profile had a strong rever sed-shear shape at thetimewhen
the control started. It then converged slowly towards the
closest profile to the one requested that was achievable
with the given actuators. A transient undershoot occurred
between t = 10s and t = 11s and a minimum of the mean
sgquare error was reached at t = 12s.

Figure 23: From Ref.67. Time evolution of the requested
(dashed traces) and delivered (solid traces) LHCD, NBI
and ICRH powersduring the real-time control experiment
shown in Fig.20. The control was applied between t= 7s
and t= 13s, with initial powersat the star t of the control
phase of 2.5MW for LHCD, 7MW for NBI and 3MW for
ICRH. The powers requested by the controller stayed
within the bounds normally allowed by the heating
systems. (Here the ICRH power was mistakenly limited
to 6MW, but the power requested by the real-time
controller was not significantly larger than that.)
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Figure 24: From Ref. 68. Basis functions used for the Galerkin projection of P, profiles (right) and i-profiles (left).

(a) Five cubic splineswith knotsat x =

[0.2,0.4,0.5, 0.6, 0.8] have been used to apprOX| mate the t-profiles. (b) Three

trianglefunctions centered at x = [0.4, 0.5, 0.6] have been used to approximate the p* T, profiles by a piecewise linear
function in a reduced domain between x = 0.4 and x = 0.6 where the I TB is requested and controlled.

Pulse No: 62156, «+———— |

Te Control

g profile control P

0.03

0.02

0.01-

0.03

0.02

0.01

WHhUOO N B ON DB O N D O
] ITT ]

0.03

0.02

0.01

JG05.12-25¢

Time (s)

Time (s)

Figure25: FromRef.68. Atypical example of simultaneous (MIMO) distributed-parameter control
of g and p*; . Time traces of the Galerkin coefficients defining the g-profile (left) and the p*
proflle(rlght) during areal-timeexperiment with LHCD, NBI and | CRH asactuatorsfor controlllng
simultaneously theqand p*_profiles. The corresponding setpoint values areindicated with dashed
lines. The control wasactive Between t=5.5sandt= 10.25s. Therequested g-profile was monotonic
(sidebar S20). Thetarget profiles are satisfactorily reached at the end of the control phase despite
a strong disturbance causing a perturbation on p*Te(x =0.6) att =8.5s.
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Figure 26: From Ref.68. Plots of the requested and achieved profiles during the control time
window for the Pulse No: 62156. Measured profiles (solid) and target profiles (dashed) for g,
1= 1/q and p*;_after projection onto the span of the basis functions ({a}"8_, for 1 and
{b}™., for P*Tj- For p*;, the measured profile before projection has also been plotted
(dotted). Each column corr&eponds to onetime, respectively t = 5.5s (start of control), t = 8s,
and t = 10.25s (end of control).
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Figure 27: From Ref.68. Time evolution of the squared distance between the target and
the measured profiles for  {dashed, d,” = /5> tmeas(%, 1) - Larger ()] dX}, and p*;_{dotted,
prr2= Jo.28 P Tameas06 1) = P*T garget 3,200 OF the global quadratic distance to be
minimized (solid, dy” = dt® + 11, p*T:). The controller minimizes the quadratic
expression defined as the global distance between the target and the measured profiles.
The effect of the controller isparticularly clear when looking at the evolution of the various
traces after t = 10.25s when the controller action stopped because the ICRH system could
not deliver the requested power. A largeincrease of the global distanceto thetarget (solid)
can be observed and leads to the loss of the | TB.
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Figure A-1: Examples of monotonic and reverse shear plasmas. Plots (a) through (d) represent
the same plasma having a monotonic g-profile (in which g ismonotonically increasingon 0 <
p <1). Plots (e) through (h) represent the same rever se shear plasma. (The normalized radius
X = r/a (sidebar $5), although not identical to p, may be substituted for p everywhere in this
figure and its description.) The vertical line in each plot indicates the radial location of the
plasma magnetic axis (p = 0; see Fig.14 of Introduction). A monotonic g profile (a) achievesits
minimum value g,,,, at the magnetic axis p = 0 and ismonotonically increasingin0<p <1. A
reverse shear qprofile (e) achievesitsminimumvalue at p #0, away fromthe magnetic axis. In
either case, the value of q at the magnetic axisis denoted by g, = g(p = 0). (b) The sign of the
magnetic shear s for a monotonic g-profile is positive for all 0 < p <1. (f) A reverse shear
plasmaisonein which s< 0 for some set of values of p between O and 1. In particular, s< 0
near the magnetic axis, hence the name negative central shear. The quantity iota 1 = 27/q is
shown in plots (c) and (g). The current profile[(d),(h)] is not a function of the normalized flux
coordinate p, and so does not exhibit the same symmetry with respect to magnetic axis as the
other quantities. The portion of the curveto the right of the magnetic axisin plotsof g, s, and ¢
appears compressed. Thisis because the plasma flux contours (see Fig.14 of Introduction) are
always spaced more closely near the outside of the torus, hence the radial dimension
corresponding to the normalized flux 0 < p <1 must be smaller on that side of the magnetic axis.
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